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Kalman filter, 143

L
learning vector quantization, 115
learning-on-the-fly, 59
linear classifier, 106
long short-term memory, 122

M
map-seeking circuit, 118
mean-shift tracker, 151
metacognition, 184
model-based classifier, 118
moving target indication, 39
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N
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neural network, 55
No Free Lunch Theorem, 79

O
Occam’s razor, 80
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pattern of life, 154
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persistent surveillance, 154
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receiver operating characteristic
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Transform, 63
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sentient ATR, 126, 185
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spatial scale, 40
spoke filter, 54
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strong artificial intelligence, 185
super-intelligent ATR, 185
support vector machine, 107
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T
target, 5
target classifier, 79
target detection, 7, 10
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test plan, 31
triple-window filter, 43
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U
Ugly Duckling Theorem, 79

X
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