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Abstract. Laparoscopic surgery is a minimally invasive surgical technique where surgeons insert a small video
camera into the patient’s body to visualize internal organs and use small tools to perform surgical procedures.
However, the benefit of small incisions has a drawback of limited visualization of subsurface tissues, which can
lead to navigational challenges in the delivering of therapy. Image-guided surgery uses the images to map sub-
surface structures and can reduce the limitations of laparoscopic surgery. One particular laparoscopic camera
system of interest is the vision system of the daVinci-Si robotic surgical system (Intuitive Surgical, Sunnyvale,
California). The video streams generate approximately 360MB of data per second, demonstrating a trend toward
increased data sizes in medicine, primarily due to higher-resolution video cameras and imaging equipment.
Processing this data on a bedside PC has become challenging and a high-performance computing (HPC) envi-
ronment may not always be available at the point of care. To process this data on remote HPC clusters at the
typical 30 frames per second (fps) rate, it is required that each 11.9 MB video frame be processed by a server
and returned within 1/30th of a second. The ability to acquire, process, and visualize data in real time is essential
for the performance of complex tasks as well as minimizing risk to the patient. As a result, utilizing
high-speed networks to access computing clusters will lead to real-time medical image processing and improve
surgical experiences by providing real-time augmented laparoscopic data. We have performed image process-
ing algorithms on a high-definition head phantom video (1920 × 1080 pixels) and transferred the video using
a message passing interface. The total transfer time is around 53 ms or 19 fps. We will optimize and parallelize
these algorithms to reduce the total time to 30 ms. © 2015 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.

JMI.2.4.045002]
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1 Introduction
Minimally invasive surgery reduces patient trauma, hospitali-
zation stay, and recovery time through reducing incisions to
small keyholes. In laparoscopic procedures, a camera is used
for real-time visualization of the surgical field and guidance
of the procedures. However, the small field-of-view of the lap-
aroscope as well as small incision size will result in a small over-
all visual field of the underlying tissues of interest. The reduced
visual field along with organ motion due to natural and surgical
effects can limit the surgeon’s ability to target specific subsur-
face locations with high accuracy and precision, therefore,
requiring external information such as medical imaging to com-
plement laparoscopic video.1,2

Image-guided surgery (IGS) uses preoperative and intraoper-
ative images to map a surgical region of interest, thus providing
surgeons with visualization of subsurface structures and accu-
rate positional information during a surgical procedure.3,4 The
accurate coregistration of an IGS system with laparoscopic
video can reduce the impact of limited surgical access and
allow for a resection with higher specificity and tighter margins,
thus sparing more healthy tissues. As a result, augmentation
and mapping imaging data to the operative field-of-view can
improve the accuracy and efficiency of surgical procedures.5–8

After the introduction of the Computer Motion AESOP and
the Intuitive Surgical daVinci, both in 1998, the use of robotics
in medicine has continued to grow. Some of the clinical benefits
of medical robotics are improvement in dexterity and accuracy
of manipulation compared with traditional laparoscopy.8

Currently, the primary robotic surgery devices on the market
are the daVinci-si and daVinci-xi systems. For this work, we
will look at the daVinci-si robot, with an high-definition (HD)
vision cart, which uses two parallel 1080p (1920 × 1080 × 3 )
high-definition video cameras to generate stereoscopic vision.
These two views are then displayed using a pair of high-
definition monitors set up in a stereopticon-like device, thus
allowing the clinician the ability to perceive depth.9,10 If cap-
tured raw, these video streams generate approximately 360 MB
of data per second.

Processing of the volume of data generated by the stereo
video feeds would be demanding for a local system, thus
high-performance computing (HPC) hardware is needed,11–13

which can be both expensive and large in size. Even though
the price of computing hardware continues to fall, the price
of HPC hardware can limit it to only hospitals with adequate
financial resources, while size considerations can make hard-
ware difficult to place in any operating room. As the size of
the data generated by surgery increases from enhanced video
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resolutions and new instrumentation in the operating room, the
need to process and store this data is increasingly becoming a
problem that requires efficient connectivity to HPC systems at
remote locations.

We will develop image processing algorithms for augmenta-
tion of laparoscopic video with preoperative and intraoperative
medical images on HPC clusters. Computing clusters are often
not available in hospital environments, thus data will need to be
transported from the point of care to be processed and the results
will need to be returned in real time. To realize the goal of rapid
processing of laparoscopic data, we propose the development of
a protocol where data are captured, transmitted, processed,
returned, and displayed within 1/30th of a second for the left
and right eye synchronizations of the daVinci.

Clemson University has recently deployed the OpenFlow
software-defined network (SDN) communication protocol on
its network and is in the process of leveraging the new protocol
and its connection to the Internet2 Innovation Platform. SDN
enables programmable network control for high-bandwidth
and dynamic applications.14 The new network will assist
researchers in overcoming the network limitation to flexibly
establish 10 GB or higher end-to-end connectivity, within a sci-
entific demilitarized zone (DMZ), thus creating a frictionless
connection between machines.15 As a result, using high-speed
networks to access computing clusters will lead to real-time
or near real-time medical image processing with great flexibility.

2 Methods
Prior to the design of the overall system, network latency, band-
width, and speed were tested in a series of time-of-flight experi-
ments. For our study, we developed three separate applications
that run simultaneously, which serve the purposes of video
acquisition (video_client), video display (video_server), and
image processing (video_server_palmetto). Currently, a single
PC is used for the acquisition and display of images (video_
client and video_server). This machine is outfitted with a
Piccolo Alert (Euresys Inc., San Juan Capistrano, California)
SD frame grabber board, and connectivity is provided over a
10 Gbps Ethernet connection. Our video processing module
(video_server_palmetto) is running on the Palmetto compute
cluster, which is rated number 4 among academic research clus-
ters. Palmetto contains 1978 compute nodes (20,728 cores) and
598 NVIDIA Tesla GPU accelerators.16 The distance between
the client (our local computer) and server (Palmetto Cluster)
is 9 miles. The connectivity from the outside to the Palmetto
cluster is 10 Gbps. The communication within the Palmetto
cluster is provided over InfiniBand or Myrinet. There is a
100 Gbps connection to the Internet2 innovation platform,
which will provide rapid connectivity between campuses. We
have tested our transfers using our local area network and
plan on connecting to multiple institutions through Internet2.
Preliminary network tests were conducted using the workflow
shown in Fig. 1.

In our workflow, we have currently tested different protocols
and methods such as the secure file transfer protocol (SFTP),
user datagram protocol (UDP), and message passing interface
(MPI) for the transfer of captured frames from the client
machine (our local computer) to the HPC server (Palmetto
cluster). We have currently measured the round-trip time for
captured images of 57 KB and have compared our results
using the 1 Gbps and updated 10 Gbps network connections.
We are trying to minimize network overhead and latency, so

we can use the HPC resources to improve the visualization and
accuracy of laparoscopic video and provide surgeons with real-
time augmented laparoscopic data during surgical procedures.

3 Results
Data from the time-of-flight tests for video frames using the
SFTP file transmission protocol showed an increase in transmis-
sion time as the frame number increased for both 1 Gbps and
10 Gbps networks, except when the protocol had completed
sending previous data which appear as valleys in the graphs.
However, the round-trip time decreased by a factor of 5 to 7
when using the 10 Gbps network instead of the 1 Gbps network.
Figure 2(a) shows the file transfer using the 1 Gbps connection.
The round-trip time is around 5 s for the first file and 35 s for the
last. Figure 2(b) indicates the transmission using the 10 Gbps
network. The round-trip time starts at 1 s for the first frame
and 5 s for the 100th frame.

After connecting directly to the compute node, the round-trip
time decreased to 4 ms and remained around the same value for
all the frames. Figure 3 indicates the round-trip time in seconds
between our local computer (client) and the Palmetto cluster
(server).

SFTP runs over transmission control protocol (TCP), which
offers end-to-end connection, ordered data transmission, and is
reliable. However, the connection-oriented communication
causes delays. On the other hand, UDP creates a connectionless
communication that will decrease the transfer time.17 This could
result in packet loss, depending on the network bandwidth and
connectivity. We transferred the files using UDP, and the trans-
mission time decreased to 0.7 ms with no packet loss using the
10 Gbps network. Figure 4 indicates the round-trip time using
UDP.

UDP has a packet size limit of 64 KB, and larger files have to
get reassembled before processing. TCP has the same size limit.
UDP and TCP are both in the transport layer of computer net-
works.17 As a result, we focused on the application layer and
protocols that use UDP or a TCP connection, but handle the
reassembly of large files. We tested our transfers using MPI.
MPI is a message passing system and communications protocol
that can be used for parallel programming.18 We transferred the
files using this method, and the results indicate that the trans-
mission time is around 1.2 ms. Figure 5 shows the round-trip
time using MPI.

We also tested our transfers using MPI for 6-MB files to mea-
sure the transmission time for HD videos. The results indicate

Fig. 1 Workflow for network tests, demonstrating the connectivity
between the local laparoscopy computer (left) and the HPC
Palmetto cluster (right).
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that the transmission is around 53 ms. Figure 6 shows the round-
trip time using MPI for 6-MB files.

Figure 7 shows an original image of an HD head phantom
video and the segmented image. The canny edge segmentation
was processed on the cluster, and the video was transferred
using MPI.

4 Discussion
In the field of computer assisted-surgery, particularly in IGS, the
ability to acquire, process, render, and visualize data in real time
is essential for the performance of complex tasks, thus minimiz-
ing risk to the patient.19 The contextual validity of data degrades

Fig. 3 Round-trip time for SFTP through compute node using
10 Gbps.

Fig. 4 Round-trip time for UDP using 10 Gbps.

Fig. 5 Round-trip time for MPI using 10 Gbps.

Fig. 6 Round-trip time for MPI using 10 Gbps for 6 MB files.

Fig. 2 Round-trip time for SFTP using (a) 1 Gbps, and (b) 10 Gbps. Note the difference in y -axis scales
between the graphs.
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quickly as tools within the body move, patient organs move, and
resections are performed. It is critical that the data be acquired,
processed, and returned in a timely manner.20

Initial results from the use of SFTP ruled out its use due to
high latency in time-of-flight measurements as well as a notice-
able increase in latency over the course of the test. During our
tests, we realized that access to the underlying file system and
the fact that we must connect to each computing node over SSH
through a head node, which is accessed by a large number of
users, is causing significant latency issues. We were able to
reduce the latency through direct connection to the compute
note. However, SFTP runs over TCP which uses acknowledg-
ments and retransmission to prevent packet loss and causes
delays. The encryption step of SFTP is also a limiting factor
in reducing the round-trip time.

UDP is faster since there is no error recovery and acknowl-
edgment mechanism, therefore, it is used for time-sensitive and
real-time applications. The UDP tests resulted in a lower round-
trip time and reliable connection with no packet loss due to
availability of high bandwidth. However, UDP and TCP are
both in the transport layer and have a packet size limit of
64 KB; hence, larger files have to get reassembled before
processing. As a result, we focused on the application layer
and protocols that use UDP or TCP connection, but handle
the reassembly of large files. We tested our transfers using
MPI, which is based on a TCP connection and is used for par-
allel programming, larger files, and HD video frames. Despite
MPI using TCP connection, the round-trip time is 1.2 ms com-
parable withy of large files. In addition, the round-trip time for
MPI is in the order of milliseconds compared with seconds
for SFTP.

The total transfer for HD video frames is around 53 ms using
MPI. We will optimize and parallelize our algorithms to reduce
the time. Through the development of a direct connection, we
will achieve more direct control over of the transmission of
data as well as develop a communication system between clients
and computing nodes to perform real-time medical image
processing.

5 Conclusion
The augmentation of live high-definition stereo laparoscopic
data with preoperative or intraoperative medical images requires
more computational and storage capability than is possible on a
single workstation. More advanced visualizations and process-
ing may require new or improved rendering techniques more
suited to an HPC environment. Therefore, flexibility in the trans-
mission of data to multiple sites is important. Furthermore, the
ability to optimize the data transmission to take advantage of
the specialized processing and rendering techniques at multiple

endpoints is the key to allowing for rendering and processing as
a service and also for providing optimal data.

Through the use of high-speed access to an HPC resource,
we believe that it will be possible to update models and allow for
real-time modification of the previously generated object map,
based on current surgical data. We have performed canny edge
segmentation on an HD head phantom and transferred the video
using MPI. The total transfer time is around 53 ms. We will opti-
mize and parallelize these algorithms to reduce the total time to
30 ms. We also plan to develop registration algorithms and send
previously generated augmented data to the cluster for adaption
and deformation. Success in this portion would lead to the
ability of performing surgery at one site (origin), receiving an
object map from another site (segmentation/rendering), forward-
ing this data along with relevant force data to a third site for
deformation (model update), and returning this data to the origin
for display.
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