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Abstract. In fringe projection profilometry, the measurement system generally consists of a projector for casting
fringes onto a measured object and a monochrome camera for capturing the deformed fringe patterns. In addi-
tion to these components, we can add a color camera for capturing the texture of the object simultaneously. For
implementing texture mapping on the reconstructed three-dimensional (3-D) surface, the parallax between the
views of the texture camera and the measuring camera has to be corrected. For this purpose, we analyze the
geometry of the fringe projection system with a color texture camera and further suggest a system calibration
method. Using this method, the corresponding relationship between the texture and the 3-D data and the map-
ping relationship between the depths and the fringe phases are determined simultaneously, so that the duration
time for the system calibration implementation is saved. The data processing with this method is of a low com-
putational complexity because it involves only linear minimizations. Using the calibration results, we can trans-
form the texture image from the view of the color camera to that of the measuring camera and precisely map it on
the reconstructed object surface. Experimental results demonstrate that this method is effective in correcting the
parallax of the texture image. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or
reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.OE.54.8.084107]
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1 Introduction
Fringe projection profilometry1 has been extensively devel-
oped to meet the demands of various applications. It has
advantages over other methods in being noncontacting and
providing whole-field information. With it, periodic fringe
patterns are projected onto the object surface, then the dis-
torted patterns caused by the depth variations of the surface
are recorded from different directions. Analyzing the dis-
torted patterns allows us to reconstruct the depth map of
the object. In addition to the depth measurement, we can cap-
ture the object texture and map it on the reconstructed three-
dimensional (3-D) surface in order to enhance its realism.

Combining with texture mapping, the range of applications
of the fringe projection technique is broadened, especially to
fields such as virtual reality,2–4 commercial advertisement and
entertainment,5 medical diagnosis,6–8 cosmetics,9 anthropol-
ogy,10 and cultural heritage preservation.11–14

Many methods have been developed for acquiring the tex-
ture of a measured object. Among them, the simplest one is
to use a single camera to capture both the deformed fringe
pattern and the texture image. As typical examples, Ref. 15
proposed a Gray-code fringe method and Ref. 16 proposed a
marker-encoded fringe pattern method for measuring 3-D
shapes with abrupt steps. In them, the fringe patterns and
the textures are recorded in turn using the same camera.
To decrease the time of image capturing in dynamic meas-
urement, the texture is usually calculated from the deformed
fringe patterns rather than directly captured by use of the
camera. For example, in Fourier transform profilometry,17

one can recover the depth map from the spectrum of a single
fringe pattern and simultaneously retrieve the (blurred) tex-
ture image by use of a notch filter or a low-pass filter.18–20

With the phase-shifting technique21 that requires capturing a
sequence of fringe patterns, simply averaging the captured
fringe patterns will produce the texture image, i.e., the
distribution of the background intensities with fringes
removed.22–24 These methods can also be used for calculating
a color texture image, which is more realistic than a gray one,
as long as a color camera is used and the object is illuminated
with white light.22,23 In the more complex case of a colored
light source used to illuminate a colorful object, for example,
when using the color-code fringe projection techniques a
more sophisticated algorithm is required to retrieve its tex-
ture from the colored fringe patterns.25 Using the methods
that use a single camera, however, the Bayer color processing
and chromatic balance may destroy the response linearity of
the camera, thus leading to difficulties in fringe pattern
analysis or degrading the measurement accuracy.

To overcome the aforementioned problems, the measure-
ment system can equip two separate cameras, one mono-
chrome and one color. The monochrome camera with a
high linearity is used to capture the deformed fringe patterns
in order to guarantee the 3-D measurement accuracy. The
color camera is used for capturing the texture; its parameters
are adjusted independently, thus adapting the color texture
image to the observation of human eyes, which are nonlinear
in response. In Ref. 26, a beam splitter is mounted on the
optical axis of a black and white (B/W) camera, by which
the texture can be captured with a color camera from the
same view. In Refs. 27 and 28, a multiple-chip CCD camera
is used to capture the infrared fringe patterns and the color
texture simultaneously. This camera can be thought of as a*Address all correspondence to: Hongwei Guo, E-mail: hw-guo@yeah.net
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combination of two cameras that have different channels but
share the same optical axis. With these methods, the texture
data can align the recovered 3-D data exactly since the tex-
ture and the fringe patterns are recorded from the same view.

In comparison with the aforementioned techniques, a
more flexible method is to use two cameras with separate
optical axes.29,30 In Ref. 30 for example, an infrared camera
is used to capture the deformed fringe patterns. In addition, a
color camera is used for capturing the color texture. This sys-
tem is much easier to fabricate. However, the texture and the
3-D shape data are obtained from different views, and there-
fore a parallax exists between them. A solution to this prob-
lem is to perform a registration between the texture image
and the 3-D model by matching their features (e.g., points,
lines, and edges).31,32 However, this method is not always
effective, especially when the features are too weak on
the 3-D model. Another method is to employ a binocular
geometry.30 The mapping relationship between object depths
and fringe phases is determined by calibrating the projector-
camera system. In addition, the intrinsic and extrinsic param-
eters of the texture camera and the measuring camera have to
be calibrated, so that the corresponding relation between the
texture image and the 3-D model can be determined. The
mainstream camera calibration techniques33,34 are flexible
to meet the demands of various applications and can also
be used to calibrate the texture camera in the fringe projec-
tion system. However, these methods usually involve com-
plex nonlinear minimization problems, implying that they
are somewhat complicated to implement and program unless
existing software is available.

In this paper, we analyze the geometry of the fringe pro-
jection system with a color texture camera and suggest
a simple calibration method, by which the corresponding
relationship between the texture and the 3-D data and the
mapping relationship between the phases and depths are
determined simultaneously, so that the duration time for
implementing the system calibration is saved. In addition,
data processing involves only linear minimizations that have
low computational complexity. Using the calibration results,
we can transform the texture image from the view of the
color camera to that of the measuring camera, with its paral-
lax being removed, and then precisely map the texture on
the reconstructed object surface. Experimental results dem-
onstrate that this method is valid in correcting the parallax of
texture.

2 Principle of Three-Dimensional Measurement
and Texture Parallax Correction

2.1 Measurement System and the Parallax of
Texture Image

Figure 1 shows the measurement system, which mainly con-
sists of a projector, a B/W camera, a color camera, and a
stage mounted on a track. The projector casts sinusoidal
fringe patterns onto the object surface. The B/W camera
(i.e., the measuring camera) is used to record the deformed
fringe patterns. This measuring camera should have a linear
response to intensities in order to guarantee the accuracy of
phase measuring. In addition, the color camera (i.e., the tex-
ture camera) is used to capture the color texture of the mea-
sured object. In addition to these components, we have a
standard plane that serves as the reference plane, a benchmark

for depth measurement. In the calibration procedure, it is also
used as the calibration board, mounted on the stage and
shifted by the track.

In Fig. 1, the measuring and texture cameras have different
optical axes, and therefore a parallax exists between their
views. In other words, the color photograph captured by the
texture camera cannot be directly used for texture mapping. In
this situation, parallax correction is a necessary step for texture
mapping. Through it, the texture image is transformed from
the view of the texture camera to that of the measuring camera,
thus aligning the reconstructed 3-D data exactly.

The parallax of the texture image depends not only on the
geometry of the measurement system, but also on the 3-D
shape of the measured object. Parallax correction of the
texture image has to be implemented concurrently with 3-D
data reconstruction. Therefore, in the next two subsections,
we shall introduce the principle of depth measurement,
including steps of fringe analysis and the phase to depth con-
version. In Sec. 2.4, the relationships between the object
lateral coordinates and the camera pixel coordinates will be
determined. Using these results allows us to deduce in
Sec. 2.5 a method for texture parallax correction.

2.2 Phase Measuring

Phase measuring is an important step in measurement. It
affects the accuracy of depth reconstruction and of texture
parallax correction. There are many methods for extricating
phases from fringe patterns. In this paper, we presume that
the phase-shifting technique is used. With it, the deformed
fringe patterns with phase shifts captured by the measuring
camera are represented with

EQ-TARGET;temp:intralink-;e001;326;232Inðu; vÞ ¼ Jðu; vÞ þ γðu; vÞ cos½ϕðu; vÞ þ 2πn∕N�; (1)

where N is the number of phase shifts and n ¼ 0; 1; : : : ; N −
1 denotes the phase-shift indexes. ðu; vÞ are the pixel coor-
dinates on the image plane of camera, and Jðu; vÞ and γðu; vÞ
denote the recorded background intensity and the modula-
tion at the pixel ðu; vÞ, respectively. ϕðu; vÞ is the phase
at ðu; vÞ. The wrapped phase is calculated using a standard
phase-shifting algorithm,21

EQ-TARGET;temp:intralink-;e002;326;124ϕwrappedðu; vÞ ¼ − arctan

�PN−1
n¼0 Inðu; vÞ sinð2πn∕NÞP
N−1
n¼0 Inðu; vÞ cosð2πn∕NÞ

�
:

(2)

The phase map calculated using Eq. (2) is not continuous
but constrained to its principal value within the range from

Fig. 1 Measurement system.
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–π to π rad. The discontinuities in a phase map are usually
removed by implementing a two-dimensional (2-D) phase
unwrapping.35 With fringe projection profilometry, however,
the conventional spatial phase unwrapping algorithms are
not always effective, because the abrupt steps in the mea-
sured shape may induce shadows, over-dense fringes, and
fringe-order ambiguities in the fringe patterns.

In this work, we use the temporal phase unwrapping algo-
rithm36 to overcome the problems described above. We
project several groups of phase-shifting fringe patterns
onto the object. From one group to the next, the spatial fre-
quency of fringes increases by multiplying a fixed ratio 2. In
the first group, each pattern contains only one fringe, so there
is no ambiguity in the fringe order. The phase map for each
group is calculated using Eq. (2), so we obtain a sequence of
wrapped phase maps with increased sensitivities. In princi-
ple, their unwrapped phases at each pixel should be a geo-
metric progression with a common ratio of 2. Therefore, the
phase at each pixel can be unwrapped independently of other
pixels over time. Using this temporal phase-unwrapping
technique, the unwrapped phase map of the last group,
which has the highest sensitivity, is used for measurement
purpose. In this procedure, the invalid regions induced by
shadows and other factors are segmented and excluded
from the fringe patterns by setting a threshold for the fringe
modulations.37 This temporal phase-unwrapping method is
very stable in providing an absolute measure of surface
height, but it has a drawback that a relatively large number
of fringe patterns have to be captured.

A more efficient method that requires fewer fringe pat-
terns is to use the Gray-code technique combining with
phase-shifting fringe projection.38 In this method, the
Gray-code fringes are exploited to detect the surface discon-
tinuities without any ambiguities, and the phase-shifting
technique is used to achieve a high measurement resolution.
The limitation of this technique is that it involves an image
binarization procedure, which is sensitive to the illumination
nonuniformity and noise.

For convenience, the same phase measurement method is
also implemented to the reference plane. The unwrapped
phase maps of the object and the reference plane are obtained
and represented with ϕobj and ϕref , respectively, so the phase
difference is

EQ-TARGET;temp:intralink-;e003;63;261Δϕðu; vÞ ¼ ϕobjðu; vÞ − ϕrefðu; vÞ; (3)

from which the depth map of the measured surface relative to
the reference plane can be calculated and the 3-D shape of
the object can be reconstructed.

2.3 Depth Map Measuring

Fringe projection profilometry is a triangulation-based tech-
nique. When the projector and the B/W camera in Fig. 1 are
located arbitrarily, the mapping relationship between the
depths and phase differences is dependent on the system
parameters and becomes very complex. Even so, relationship
for each pixel ðu; vÞ, according to the geometric analysis in
Ref. 39, can always be formulated with

EQ-TARGET;temp:intralink-;e004;63;92Δϕðu; vÞ ¼ aðu; vÞhðu; vÞ
1þ bðu; vÞhðu; vÞ ; (4)

where hðu; vÞ is the object depth relative to the reference
plane at the pixel ðu; vÞ. Coefficients aðu; vÞ and bðu; vÞ
are the functions of pixel coordinates ðu; vÞ, whose distribu-
tions are dependent on the system parameters such as the
pitch of fringes, the positions and orientations of the project
and camera. The coefficients aðu; vÞ and bðu; vÞ can be
determined through a system calibration and saved in
look-up tables for use in measurement.

According to Eq. (4), the depths of the measured object
are reconstructed with

EQ-TARGET;temp:intralink-;e005;326;624zðu; vÞ ¼ −hðu; vÞ ¼ −Δϕðu; vÞ
aðu; vÞ − bðu; vÞΔϕðu; vÞ : (5)

2.4 Lateral Coordinate Calculating

The depth map hðu; vÞ gives 2.5-dimensional data about the
shape of the measured object. It is necessary to calculate the
lateral coordinates at each pixel ðu; vÞ. Figure 2 shows a sim-
ple geometry of a camera in the system with a reference
plane. The u − v plane is the image plane of the camera,
and C is its center of lens. For convenience, we assume a
fictitious plane at the distance of l away from the point
C. The coordinate system O 0x 0y 0z 0 is bound with this ficti-
tious plane, with z 0 axis coinciding with the optical axis of
camera, and x 0 and y 0 axes being parallel with u and v axes,
respectively. A pair ðx 0; y 0Þ on the x 0O 0y 0 plane corresponds
to the image pixel ðu; vÞ, with a relation of the form

EQ-TARGET;temp:intralink-;e006;326;421

�
x 0 ¼ κu
y 0 ¼ κv

; (6)

where κ is a scale factor.
World coordinate system Oxyz is established with xOy

coinciding with the reference plane, so the transform rela-
tionship between Oxyz and O 0x 0y 0z 0 is

EQ-TARGET;temp:intralink-;e007;326;332

2
64
x
y
z
1

3
75 ¼

2
64
r1 r2 r3 r4
r5 r6 r7 r8
r9 r10 r11 r12
0 0 0 1

3
75
2
664
x 0

y 0

z 0

1

3
775: (7)

Fig. 2 Geometry for camera calibration.
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Among the 12 entries of the transform matrix, only 6 are
independent. They are determined by the rotations and trans-
lations in 6 degrees of freedom.

Assume that D is a point in the object field, with its depth
relative to the reference plane being h, so its coordinates in
Oxyz are ðxD; yD; zDÞwith zD ¼ −h. This point produces its
image at ðu; vÞ. The line DC crosses the plane x 0O 0y 0 at the
point E whose coordinates in x 0O 0y 0 are

EQ-TARGET;temp:intralink-;e008;63;646ðx 0
E; y

0
E; 0Þ ¼ ðκu; κv; 0Þ: (8)

Using Eq. (7), the coordinates of E in Oxyz are obtained
as ðxE; yE; zEÞ with

EQ-TARGET;temp:intralink-;e009;63;593

" xE
yE
zE

#
¼

" r1κuþ r2κvþ r4
r5κuþ r6κvþ r8
r9κuþ r10κvþ r12

#
: (9)

The coordinates of C inO 0x 0y 0z 0 are ð0;0; lÞ, and inOxyz
are calculated with

EQ-TARGET;temp:intralink-;e010;63;516

" xC
yC
zC

#
¼

" r3lþ r4
r7lþ r8
r11lþ r12

#
: (10)

The equation of the line CE in Oxyz is

EQ-TARGET;temp:intralink-;e011;63;450

x − xC
xE − xC

¼ y − yC
yE − yC

¼ z − zC
zE − zC

: (11)

By using Eqs. (9) and (10) and substituting ðxD; yD; zDÞ in
Eq. (11), we have
EQ-TARGET;temp:intralink-;e012;63;387

xD ¼ zDðr1κuþ r2κvþ r4 − r3l − r4Þ
r9κuþ r10κvþ r12 − r11l − r12

þ ð−r11l − r12Þðr1κuþ r2κvþ r4 − r3l − r4Þ
r9κuþ r10κvþ r12 − r11l − r12

þ ðr3lþ r4Þðr9κuþ r10κvþ r12 − r11l − r12Þ
r9κuþ r10κvþ r12 − r11l − r12

(12)

and
EQ-TARGET;temp:intralink-;e013;63;275

yD ¼ zDðr5κuþ r6κvþ r8 − r7l − r8Þ
r9κuþ r10κvþ r12 − r11l − r12

þ ð−r11l − r12Þðr5κuþ r6κvþ r8 − r7l − r8Þ
r9κuþ r10κvþ r12 − r11l − r12

þ ðr7lþ r8Þðr9κuþ r10κvþ r12 − r11l − r12Þ
r9κuþ r10κvþ r12 − r11l − r12

: (13)

Using general coordinates [xðu; vÞ, yðu; vÞ, zðu; vÞ]
instead of ðxD; yD; zDÞ, Eqs. (12) and (13) can be simplified
as

EQ-TARGET;temp:intralink-;e014;63;146xðu; vÞ ¼ q3 þ q4uþ q5v
1þ q1uþ q2v

zðu; vÞ þ q6 þ q7uþ q8v
1þ q1uþ q2v

(14)

and

EQ-TARGET;temp:intralink-;e015;63;93yðu; vÞ ¼ q9 þ q10uþ q11v
1þ q1uþ q2v

zðu; vÞ þ q12 þ q13uþ q14v
1þ q1uþ q2v

;

(15)

with their coefficients being ðq1; q2; : : : ; q14Þ ¼ ½ðκr9Þ∕
ðr11lÞ, ðκr10Þ∕ðr11lÞ, r3∕r11, ðκr1Þ∕ðr11lÞ, (ðκr2Þ∕ðr11lÞ,
r4 þ ðr3r12Þ∕r11, r1 þ ðr1r12Þ∕ðr11lÞ − ðr3r9Þ∕r11 − ðr4r9Þ∕
ðr11lÞ, r2 þ ðr2r12Þ∕ðr11lÞ − ðr3r10Þ∕r11 − ðr4r10Þ∕ðr11lÞ,
r7∕r11, ðκr5Þ∕ðr11lÞ, ðκr6Þ∕ðr11lÞ, r8 þ ðr7r12Þ∕r11, r5 þ
ðr5r12Þ∕ðr11lÞ − ðr7r9Þ∕r11 − ðr8r9Þ∕ðr11lÞ, r6 þ ðr6r12Þ∕
ðr11lÞ − ðr7r10Þ∕r11 − ðr8r10Þ∕ðr11lÞ�.

Equations (14) and (15) give the relationship between a
pixel ðu; vÞ and the 3-D coordinates of its corresponding
object point. These equations use 14 new coefficients,
q1; q2; : : : ; q14, instead of the old ones, i.e., r1; r2; : : : ; r12,
κ, and l. When these coefficients are determined through
a calibration procedure, using Eqs. (14) and (15) allows
us to calculate the lateral coordinates of the object points,
following from measuring their depths.

2.5 Parallax Correction of the Texture Image

In Fig. 1, the texture image captured with the color camera
cannot be used directly for texture mapping, because the tex-
ture and the measuring cameras have different optical axes.
Therefore, it is necessary to correct the parallax between
them. We denote the pixel coordinates on the image plane
of the color camera as ðs; tÞ. Similar to Eqs. (14) and
(15), we have the relations between a pixel ðs; tÞ and the
3-D coordinates of its corresponding object point:

EQ-TARGET;temp:intralink-;e016;326;454xðs; tÞ ¼ p3 þ p4sþ p5t
1þ p1sþ p2t

zðs; tÞ þ p6 þ p7sþ p8t
1þ p1sþ p2t

(16)

and

EQ-TARGET;temp:intralink-;e017;326;405yðs; tÞ ¼ p9 þ p10sþ p11t
1þ p1sþ p2t

zðs; tÞ þ p12 þ p13sþ p14t
1þ p1sþ p2t

;

(17)

where p1; p2; : : : ; p14 are the coefficients related to the
parameters of the color camera. They are determined through
a calibration procedure.

As shown in Fig. 3, the pixel ðu; vÞ of the measuring cam-
era has a corresponding pixel [sðu; vÞ, tðu; vÞ] in the image
plane of the texture camera. These two pixels correspond to
the same object point with the coordinates [xðu; vÞ, yðu; vÞ,
zðu; vÞ]. Using Eqs. (16) and (17), we have

EQ-TARGET;temp:intralink-;e018;326;269sðu;vÞ

¼

���� p3zðu;vÞ−xðu;vÞþp6 p2xðu;vÞ−p5zðu;vÞ−p8

p9zðu;vÞ−yðu;vÞþp12 p2yðu;vÞ−p11zðu;vÞ−p14

�������� p1xðu;vÞ−p4zðu;vÞ−p7 p2xðu;vÞ−p5zðu;vÞ−p8

p1yðu;vÞ−p10zðu;vÞ−p13 p2yðu;vÞ−p11zðu;vÞ−p14

����
(18)

Fig. 3 Corresponding pixels between the measuring and texture
cameras.
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and

EQ-TARGET;temp:intralink-;e019;63;723tðu;vÞ

¼

���� p1xðu;vÞ−p4zðu;vÞ−p7 p3zðu;vÞ−xðu;vÞþp6

p1yðu;vÞ−p10zðu;vÞ−p13 p9zðu;vÞ−yðu;vÞþp12

�������� p1xðu;vÞ−p4zðu;vÞ−p7 p2xðu;vÞ−p5zðu;vÞ−p8

p1yðu;vÞ−p10zðu;vÞ−p13 p2yðu;vÞ−p11zðu;vÞ−p14

����
:

(19)

Using Eqs. (18) and (19) allows us to match the corre-
sponding pixels between the two cameras. As a result, the
color texture image from the view of the measuring camera
can be calculated, with its intensities of three primary colors
being

EQ-TARGET;temp:intralink-;e020;63;578

( R 0ðu; vÞ ¼ R½sðu; vÞ; tðu; vÞ�
G 0ðu; vÞ ¼ G½sðu; vÞ; tðu; vÞ�
B 0ðu; vÞ ¼ B½sðu; vÞ; tðu; vÞ�

; (20)

where R, G, and B are the intensities of the primary colors (i.
e., red, green, and blue) in the texture image taken by the
color camera. Generally, the calculated coordinate pair
[sðu; vÞ, tðu; vÞ] does not exactly locate at a pixel of the cap-
tured texture image. In this case, we calculate its values from
its four closest pixels using a bilinear interpolation. Using
Eq. (20), the parallax of the texture image is corrected.

3 Implementation

3.1 System Calibration

As noted in the previous section, both the 3-D measurement
and the texture parallax correction are dependent on coeffi-
cients related to the geometry of the measurement system.
We implement the calibration in order to obtain these coef-
ficients. We use a standard plane with diffused surface as the
calibration board, on which we placed a 2-D array of black
circular markers, as shown in Fig. 4. The lateral coordinates
of the centers of these markers are previously known as
ðXk; YkÞ, with k ¼ 1;2; : : : ; K being their indexes and K
being the number of the markers. Using this calibration
board, the procedure of calibration is summarized as follows.

Step 1: We position the calibration board at z ¼ 0, as shown
in Fig. 5, and take the image of the circular marker
array using the B/W camera. In the world coordinate
system, the center of the k’th circular marker has
the coordinates ðXk; Yk; 0Þ. In the image, the pixel

coordinates of centroid of this marker are calculated
as ðUk;0; Vk;0Þ.

Step 2: At the same calibration board position, we take the
image with the texture camera. In this image, the
pixel coordinates of centroid of the k’th marker
are calculated as ðSk;0; Tk;0Þ.

Step 3: According to the principle in Sec. 2.2, we project
several groups of phase-shifting fringe patterns,
with their frequencies varying from low to high
by multiplying a fixed ratio 2, onto the object sur-
face using the projector. We capture the distorted
patterns using the B/W camera and analyze them to
calculate their absolute phase distribution. In this
step, since the markers are black and of low reflec-
tivity, their phases cannot be accurately calculated.
To solve this problem, we segment these markers
off from the calculated phase map by setting a
threshold for the fringe modulations and then
calculate the full-field phase map by fitting the seg-
mentation result with a rational function.40 This
full-field phase map is denoted as ϕ0ðu; vÞ, which
also serves as the reference phase distribution
ϕrefðu; vÞ in measurement.

Step 4: As shown in Fig. 5, we shift the calibration board
along the perpendicular direction (i.e., z direction),
to at least two positions with difference depths hn
(n ¼ 1; 2; : : : ; N). In this procedure, the circular
markers have the fixed lateral coordinates ðXk; YkÞ,
and their vertical coordinates are Zk ¼ −hn.
Repeating Steps 1 through 3, we have the pixel coor-
dinates of centroids of the markers ðUk;n; Vk;nÞ in
the image plane of the measuring camera, and
ðSk;n; Tk;nÞ in the image plane of the texture camera,
with k ¼ 1; 2; : : : ; K and n ¼ 1; 2; : : : ; N. At the
same time, the phase distributions [i.e., ϕnðu; vÞ
for n ¼ 1; 2; : : : ; N] are also measured.

Step 5: We calculate the phase difference with

EQ-TARGET;temp:intralink-;e021;326;108Δϕnðu; vÞ ¼ ϕnðu; vÞ − ϕ0ðu; vÞ; (21)

where n ¼ 1; 2; : : : ; N. For each pixel ðu; vÞ, substi-
tuting hn and ϕnðu; vÞ with n ¼ 1; 2; : : : ; N in
Eq. (5) results in a system of linear equations:

Fig. 4 Circular markers with known center coordinates on the calibra-
tion board.

Fig. 5 Shifting the calibration board to different depths in calibration
procedure.
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EQ-TARGET;temp:intralink-;e023;63;730hnaðu; vÞ − Δϕnðu; vÞhnbðu; vÞ ¼ Δϕnðu; vÞ;
(22)

with aðu; vÞ and bðu; vÞ being unknowns. Solving it
in the least squares sense, we have the distributions
of aðu; vÞ and bðu; vÞ. By this step, the mapping

relationship between the phase differences and the
object depths is determined.

Step 6: Substituting the center coordinates of the markers
ðXk; Yk;−hnÞ and the centroid coordinates
ðUk;n; Vk;nÞ with k ¼ 1; 2; : : : ; K and n¼
0;1; : : : ;N, in Eqs. (14) and (15), produces 2KðN þ
1Þ simultaneous linear equations:

EQ-TARGET;temp:intralink-;e023;63;645

�
XkUk;nq1 þ XkVk;nq2 þ hnq3 þ hnUk;nq4 þ hnVk;nq5 − q6 − Uk;nq7 − Vk;nq8 ¼ −Xk

YkUk;nq1 þ YkVk;nq2 þ hnq9 þ hnUk;nq10 þ hnVk;nq11 − q12 − Uk;nq13 − Vk;nq14 ¼ −Yk
; (23)

from which the coefficients q1; q2; : : : ; q14 are estimated in the least squares sense.

Step 7: Similar to Step 6, substituting ðXk; Yk;−hnÞ and ðSk;n; Tk;nÞ with k ¼ 1; 2; : : : ; K and n ¼ 0; 1; : : : ; N, in
Eqs. (16) and (17), we have 2KðN þ 1Þ simultaneous linear equations:

EQ-TARGET;temp:intralink-;e024;63;554

�
XkSk;np1 þ XkTk;np2 þ hnp3 þ hnSk;np4 þ hnTk;np5 − p6 − Sk;np7 − Tk;np8 ¼ −Xk

YkSk;np1 þ YkTk;np2 þ hnp9 þ hnSk;np10 þ hnTk;np11 − p12 − Sk;np13 − Tk;np14 ¼ −Yk
; (24)

from which the coefficients p1; p1; : : : ; p14 are estimated in the least squares sense.

Through this calibration procedure, the corresponding
relationship between the texture and the 3-D data and the
mapping relationship between the phases and depths are
determined simultaneously. The data processing involves
only linear minimizations that have low computational
complexity. Even so, it should be noted that with this pro-
cedure we have to adjust the orientation of the calibration
board carefully in order to make it exactly perpendicular
to the direction of the track.

3.2 Three-Dimensional Measurement and Texture
Parallax Correction

When the measurement system is calibrated, we can use it for
measuring the 3-D shape and correcting the parallax of tex-
ture and mapping it on the 3-D shape. Its result will be a six-
dimensional array, with [xðu; vÞ, yðu; vÞ, zðu; vÞ] describing
the 3-D data and [R 0ðu; vÞ, G 0ðu; vÞ, B 0ðu; vÞ] representing
the color texture. The overall procedure is summarized as
follows:

Step 1: Capture the texture image with the color camera.
Step 2: Project several groups of phase-shifting fringe pat-

terns, with their frequencies increasing by a fixed
ratio 2, onto the object surface using the projector.
Capture the distorted fringe patterns with the B/W
camera.

Step 3: Analyze the captured fringe patterns using the
phase-shifting method and the temporal phase-
unwrapping technique introduced in Sec. 2.2, in
order to retrieve the object phase map ϕobjðu; vÞ;
calculate the phase difference Δϕðu; vÞ using
Eq. (3); and, finally, calculate the z coordinates
through Eq. (5) whose coefficients aðu; vÞ and
bðu; vÞ were calibrated in the previous subsection.

Step 4: Using the pixel coordinates ðu; vÞ and the vertical
coordinates zðu; vÞ obtained in Step 3, we calculate
the lateral coordinates of object points [i.e., xðu; vÞ
and yðu; vÞ] through Eqs. (14) and (15) whose
coefficients q1; q2; : : : ; q14 having being obtained

in calibration. Up to this step, the 3-D data of
the object, [xðu; vÞ, yðu; vÞ, zðu; vÞ], have been
obtained.

Step 5: For each pixel ðu; vÞ, we calculate its corresponding
pixel [sðu; vÞ, tðu; vÞ] in the captured texture image
by using Eqs. (18) and (19). By reading the color
intensities at the pixel [sðu; vÞ, tðu; vÞ] in the cap-
tured texture image and using Eq. (20), we obtain
the intensities of three primary colors at the pixel
ðu; vÞ. As a result, we have a new color image
[R 0ðu; vÞ, G 0ðu; vÞ, B 0ðu; vÞ] as the texture image
with its parallax having been corrected. Finally,
we can map this texture image onto the surface of
a 3-D shape.

4 Experiment
Experiments are carried out for verifying the validity of
the suggested method. Our measurement system mainly
consists of an LCD projector (HITACHI HCP-3250X,
1024 × 768 pixels), a B/W camera [DH HV1351UM
(1280 × 1024 pixels)], and a color camera [DH HV1351UC
(1280 × 1024 pixels)]. The focal length of lenses (Computar
M1620-MPV with F1.6) is 16 mm. The distance between
the camera and the measured object is around 800 mm. In
both the system calibration and the measurement, we use
the phase-shifting technique and the temporal phase-unwrap-
ping technique introduced in Sec. 2.2 for analyzing the dis-
torted fringe patterns. Here, we use eight groups of phase-
shifting fringe patterns with their spatial frequencies varying
from low to high by multiplying a fixed ratio 2. Each pattern
in the first group contains only one fringe with no ambiguity
in its fringe order, and consequently each pattern in the last
group contains 128 fringes. Only the phase map of the
last group, which has the highest sensitivity, is reserved for
measurement purpose. According to the sampling theory of
phase-shifting technique, the N-frame algorithm is insensi-
tive to the harmonics up to N − 2 order41,42 induced by the
luminance nonlinearity43 of the projector. Therefore, in the
last group the number of phase steps is 8, and the phase
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increment between consecutive frames is π∕4 rad in order to
guarantee the measurement accuracy. In each group before
the last, the number of phase steps is 4 in order to reduce
the number of fringe patterns.

We begin the experiment by calibrating the measurement
system using the procedure presented in Sec. 3.1. Figure 6
shows the calibration board with a circular marker array, on
which the space between two neighboring markers is 40 mm
in both horizontal and vertical directions. In the calibration
procedure, the calibration board is perpendicularly shifted,
within the depth of the focus of the cameras, to nine different
depth positions with the depth increment between two posi-
tions being 5 mm. At each calibration board position, we
take its photograph using the color camera and take the
deformed fringe patterns using the B/W camera. Figures 7(a)
and 7(b), respectively, show a photograph of the color cam-
era, and one of the fringe patterns captured using the B/W
camera, when the calibration board is at the position z ¼ 0.
By comparing their marker positions, the parallax between
the views of the two cameras is evident. From the
captured fringes patterns, we calculate the absolute phase
map for each calibration board position and then estimate
the coefficients aðu; vÞ and bðu; vÞ, whose distributions
are illustrated in Fig. 8. These coefficients determine the
mapping relationship between the depths and phase
differences through Eq. (5). From the images of circular
markers, we estimate their centroids and further calculate
the coefficients q1; q2; : : : q14 for the B/W camera and
p1; p2; : : : ; p14 for the color camera. They are used for deter-
mining the relationship between pixel coordinates and the
lateral coordinates of the object points.

The first experiment examines the accuracy of this
method by using the calibration board in Fig. 6 as the

Fig. 6 Calibration board used in this experiment.

Fig. 7 (a) The image captured using the color camera. (b) The image
captured using the B/W camera with fringes projected on it. From
these views, it can be observed that the circular markers have differ-
ent pixel coordinates in the two images, implying a parallax between
the views of the two cameras.

Fig. 8 Calibration results with (a) aðu; vÞ and (b) bðu; vÞ being coef-
ficients determining the mapping relationship between the depths and
phase differences.
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measured object. As mentioned in Sec. 2, parallax correction
of the texture image must be implemented concurrently with
the depth reconstruction because the parallax is dependent on
the 3-D shape of the object. We position the measured board
at 0, 16, and 32 mm depths. By measuring it and correcting
its texture image, we can evaluate the accuracies of depth
reconstruction and the texture parallax correction.

For example, when the measured board is positioned at
the depth of 16 mm, one of the fringe patterns captured
with the measuring camera is shown in Fig. 9(a). From these
fringe patterns, we recover the unwrapped phase map by
using the method in Sec. 2.2, and its result is shown in
Fig. 9(b). Subtracting the reference phases from it yields
the phase differences, whose distribution is illustrated in
Fig. 9(c). Furthermore, we calculate the depth map through
Eq. (5), giving the result shown in Fig. 10. From Sec. 2.5, we
know that the depth measurement accuracy strongly affects
texture parallax correction through Eqs. (18) and (19).
Table 1 quantitatively investigates the precision of the
depth measurement results. The depth maps of the measured
board reconstructed from the fringe patterns may deviate
from its nominal depth values, say 0, 16, and 32 mm.
From this table, we see that the mean values of the deviations
are very small, the RMS (root-mean-square) values of the
deviations are of 0.1-mm level, and the maximum deviations
are around 0.5 mm. The depth measurement errors should be
smaller than these values, since these deviations are caused
not only by the measurement errors but also by the flatness
error of the board.

Regarding texture parallax correction, Fig. 11(a) shows
an image of the measured board captured using the texture
camera when the measured board is positioned at the depth
of 16 mm, and Fig. 11(b) is the image of the same board

Fig. 9 Fringe analysis for measuring the board positioned at the depth
of 16 mm: (a) a deformed fringe pattern captured with the B/W cam-
era, (b) the unwrapped phase map in radians, and (c) the distribution
of phase differences in radians.

Fig. 10 The depth map reconstructed from Fig. 9.

Table 1 Precision of depth reconstruction and texture parallax correction for the measured board.

Depth position of
the measured board (mm)

Depth deviations of the measurement
results from the nominal values (mm)

Deviations of marker centroids of
the corrected texture image from those of
the measuring camera image (pixels)

Mean Maximum Root-mean-square Mean Maximum Root-mean-square

0 0.0413 0.5106 0.1318 0.1690 0.4625 0.1896

16 0.0389 0.4989 0.1126 0.1611 0.3953 0.1825

32 −0.0293 0.3876 0.1085 0.1551 0.3646 0.1771
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captured using the measuring camera, with its fringes having
been removed by averaging all the captured fringe patterns.
Comparing the pixel positions of the circular markers in
Figs. 11(a) and 11(b), it is evident that there is a parallax

between the views of the two cameras. Using the procedure
introduced in Sec. 3.2, we transform the image in Fig. 11(a)
from the view of the texture camera to that of the measuring
camera; the result is shown in Fig. 11(c). We observe that the
circular markers in Fig. 11(c) are exactly aligned with those
in Fig. 11(b). This fact implies that the parallax of the texture
image has been corrected successfully. Table 1 also lists the
deviations of the circular marker centroids of the texture
image after parallax correction from those of the measuring
camera image. The mean and RMS deviations are smaller
than 0.2 pixels, and the maximum deviations are not
more than 0.5 pixels (corresponding to about 0.2 mm in
lateral coordinates). These results demonstrate that the

Fig. 11 Parallax correction of the texture image: (a) an image captured
using the texture camera with the measured board positioned at the
depth of 16 mm; and (b) the image of the same board captured using
the measuring camera with its fringes removed by averaging all fringe
patterns. By comparing the pixel positions of the circular markers in (a)
and (b), it is evident that there is a parallax between the views of the two
cameras. (c) The result of transforming the image in (a) to the view of the
measuring camera. The circular markers in (c) align those in (b) exactly,
implying that the parallax of the texture image has been corrected.

Fig. 12 Fringe analysis for measuring a plastic bottle: (a) a deformed
fringe pattern captured with the B/W camera, (b) the unwrapped
phase map in radians, and (c) the distribution of phase differences
in radians.
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texture parallax correction method can achieve a satisfac-
tory accuracy.

Continuing the experiment, we use the same method
to measure a plastic bottle, which has a freeform curved
surface. Figure 12(a) shows one of the fringe patterns cap-
tured with the B/W camera. The wrapped phase map recov-
ered from the fringe patterns is shown in Fig. 12(b). By
subtracting the reference phases from it, Fig. 12(c) gives
the phase difference distribution. The reconstructed 3-D
shape of the object is illustrated in Fig. 13.

The last step of this experiment is to map texture on the
surface of the 3-D shape just obtained. Figure 14(a) is the

texture photograph taken by the color camera. Here the cal-
ibration board is kept behind the measured object, making it
easy to observe the parallax between the views of the color
and B/W cameras by comparing Figs. 14(a) and 12(a).
Without correcting the parallax, directly mapping the cap-
tured texture image in Fig. 14(a) onto the 3-D object surface
shown in Fig. 13 leads to a faulty result. As shown in
Fig. 14(b), at the handle and lid positions of the measured
bottle, the displacements of texture from its real positions,
induced by the pixel misalignment, are evident. To solve
this problem, we transform the texture image from the
view of the color camera to the view of the B/W camera.
Figure 14(c) shows the texture image with the parallax hav-
ing been corrected. Using it for texture mapping, the result is
illustrated in Fig. 14(d), in which the misalignment faults
have been removed. Figure 14(e) shows the image difference
obtained by subtracting Fig. 14(a) from Fig. 14(c). We
directly observe from this image difference the parallax
between the two images. Figure 14(f) is the result of map-
ping the image difference onto the reconstructed 3-D shape.
These results demonstrate that the method introduced in this
paper is valid in correcting the parallax of texture when the
texture camera and measuring camera have different optical
axes.

Regarding the measurement efficiency, data processing
with this method involves only linear minimizations with
a low computational complexity, but we still took about
30 min to calibrate the system and less than 2 min to measure
an object in the experiments. The overwhelming majorities
of these durations were consumed just for capturing fringe
patterns, because we used the temporal phase unwrapping
technique,36 which requires capturing a great number of

Fig. 13 Reconstructed 3-D shape of the measured plastic bottle (in
mm).

Fig. 14 Texture mapping for the measured plastic bottle: (a) the texture image captured using the color
camera, (b) texture mapping result directly using (a) with the parallax not being corrected, (c) the texture
image transformed to the view of the B/W camera, (d) texture mapping result using (c) with the parallax
corrected, (e) the image difference obtained by subtracting (a) from (c), from which the parallax between
(a) and (c) can be directly observed, and (f) the image difference in (e) mapped onto the reconstructed
3-D shape.
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fringe patterns, to measure an object with abrupt steps. Using
a more efficient technique, such as the Gray-code combining
with phase-shifting technique,38 may significantly reduce the
time needed for image capture. In addition, manually shifting
the calibration board to different depths along the track also
occupied a portion of time for system calibration. Using an
automatically controlled track will be helpful for improving
the efficiency and accuracy of the system calibration.

5 Conclusion
In this paper, we have analyzed the geometry of the fringe
projection system with a color texture camera and suggested
a system calibration method. This method can be used for
determining the corresponding relationship between the
2-D texture and the 3-D data and the mapping relationship
between the object depths and phase differences simultane-
ously, thus decreasing the duration time for system calibration.
In it, the data processing involves only linear minimizations
and has a low computational complexity. The experimental
results demonstrate that using the suggested method allows
us to transform the texture image from the view of the color
camera to that of the measuring camera, thereby correcting
the parallax of the texture image and precisely mapping the
texture on the reconstructed object surface.
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