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Abstract. Noncontact optical imaging of curved objects
can result in strong artifacts due to the object’s shape,
leading to curvature biased intensity distributions. This ar-
tifact can mask variations due to the object’s optical prop-
erties, and makes reconstruction of optical/physiological
properties difficult. In this work we demonstrate a curva-
ture correction method that removes this artifact and re-
covers the underlying data, without the necessity of mea-
suring the object’s shape. This method is applicable to
many optical imaging modalities that suffer from shape-
based intensity biases. By separating the spatially varying
data �e.g., physiological changes� from the background
signal �dc component�, we show that the curvature can be
extracted by either averaging or fitting the rows and col-
umns of the images. Numerical simulations show that our
method is equivalent to directly removing the curvature,
when the object’s shape is known, and accurately recov-
ers the underlying data. Experiments on phantoms validate
the numerical results and show that for a given image with
16.5% error due to curvature, the method reduces that
error to 1.2%. Finally, diffuse multispectral images are ac-
quired on forearms in vivo. We demonstrate the enhance-
ment in image quality on intensity images, and conse-
quently on reconstruction results of blood volume and
oxygenation distributions. © 2010 Society of Photo-Optical Instru-
mentation Engineers. �DOI: 10.1117/1.3470094�

Keywords: curvature correction; noncontact imaging; multispectral
imaging; tissue oxygenation; charge-coupled device camera.
Paper 09507RR received Nov. 14, 2009; revised manuscript received
May 24, 2010; accepted for publication Jun. 2, 2010; published on-
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1 Introduction
Over recent years, the unique potential of optical imaging for
disease diagnostics and treatment monitoring has become evi-
dent. This has resulted in the rapid development of different
optical modalities for biomedical imaging. Some of these

1083-3668/2010/15�4�/046013/14/$25.00 © 2010 SPIE
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echniques have been already moved from bench to bedside.
esides the nonionizing nature of optical methods and their

elatively cheap implementation, an attractive feature of opti-
al imaging is that it is usually minimally invasive, often be-
ng realized as a noncontact imaging technology, e.g., near-
nfrared fluorescence imaging,1 colorimetry,2,3 tissue
eflectance spectroscopy,4 polarization imaging,5–7 Pearson
orrelation imaging,8–10 and diffuse multispectral
maging.11–16 Though more convenient or even practical for

any clinical applications, noncontact imaging can become a
uantitative technique, only if data processing adequately
akes into account the shape of the target object �e.g., body
urface�. The bias, introduced into optical images by the sur-
ace curvature of the object, can mask real distributions of
ptical characteristics of the media that characterize the physi-
logical status of the region of interest, making even qualita-
ive assessment impossible without specially developed meth-
ds to remove curvature-related image artifacts. An example
f the curvature effect can be seen in Figs. 1�a� and 1�b�,
here we see the distortion of the images due to curvature.
he images were acquired by diffuse reflectance imaging at a
avelength of 800 nm, and respectively show a volunteer’s

orearm and a cylindrical phantom. For comparison, Fig. 1�c�
hows an image of a flat phantom with the same optical prop-
rties as the cylindrical one, but no curvature.

When trying to remove the effect of curvature on reflected
ntensity, two general approaches are possible. Either the ob-
ect’s shape is being measured and taken into account or the
urvature effect, which is the intensity bias, is being extracted.
everal methods aimed at curvature artifact correction have
een discussed recently in the literature. These approaches
nclude hardware modification, changes in the measurement
rotocol, and image processing techniques to qualitatively re-
uce the curvature effect. All these approaches have in com-
on that the shape is being extracted rather than the effect of

hape. Westhauser et al.17 illuminated the object with fringe
atterns and acquired data from three cameras for extracting
he surface curvature. Another approach is to use structured
ight generated by a beamsplitter mounted on a laser diode
nd reconstruct the surface by an optical triangulation
pproach.18,19 However, these approaches require hardware
odification and additional measurements to extract the shape

f the object before extracting and removing the intensity ar-
ifacts. Gioux et al.20 combined phase-shifting profilometry
or shape extraction and modulated imaging for optical prop-
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ig. 1 Examples of multispectral intensity images containing the cur-
ature effect are shown. �a� An intensity image of a healthy volunteer’s
ower arm, �b� an intensity image of the cylindrical phantom, and �c�
he flat phantom. Images shown were taken at a wavelength of
00 nm.
ournal of Biomedical Optics 046013-
erties measurements into one single instrument. The same
group showed that modulated imaging is a powerful tool for
reconstruction of absorption and scattering coefficients and
that low spatial frequencies are maximally sensitive to absorp-
tion contrast.21 The combination of these approaches into one
machine does therefore not require any hardware modifica-
tion, but does still need additional measurements. Another ap-
proach was developed by Zeman et al., which is based on
image processing and used for nonquantitative image
enhancement.22 This is not a correction model, however, and
is not useful for quantitative modeling, as it cannot provide
real intensity values. At this time, no techniques, to our
knowledge, have been proposed for quantitative curvature ex-
traction and removal in the images that does not involve ad-
ditional measurements.

In this work we are introducing a correction method that
extracts and corrects the curvature intensity bias rather than
measuring the shape of the object. It is not dependent on the
imaging modality and does not require any additional mea-
surement on the object. To demonstrate and evaluate the
method, we are considering the case of diffuse multispectral
imaging, which measures the diffuse reflection from the skin
using flat light illumination. Spatial frequencies in the data are
therefore not sensitive to absorption contrast. This technique
is used to reconstruct and map blood volume and blood oxy-
genation concentrations. The acquired images are often biased
by the curvature of the objects.11–16 This problem has to be
addressed after acquisition of the images, because clinical
protocols typically prohibit patient skin manipulation to flat-
ten the skin surface for curvature removal.

The method we are proposing for extracting and correcting
the curvature effect is computationally inexpensive, adding
only a few seconds to the analysis, and robust, as we demon-
strate in the results in Sec. 4. It is based on the diffuse reflec-
tance images acquired and does not require additional mea-
sures of object shape. As it is based on intensity images, it can
be applied to any imaging modality that captures diffuse re-
flectance images. In our approach, the curvature effect can be
removed from existing data by either averaging or fitting of
the intensity images without direct shape reconstruction. Our
goal is to separate the effects of curvature and skin chro-
mophore variations in the images. We demonstrate that the
curvature effect can be separated by either averaging or fitting
the rows and columns of the image, giving access to the
chromophore-dependent variation. Limitations of the method
lie in the object’s shape when using the averaging approach
and in the choice of fitting function used for the fitting ap-
proach. The advantage of this suggested method is not only
that no additional measures are necessary, but also that previ-
ously collected data can be reanalyzed to remove curvature
effects.

To demonstrate the strengths and limitations of the
method, we applied it to numerically simulated objects, phan-
toms, and in vivo data. We would like to point out that the
cases presented here are examples for demonstrating the per-
formance of the algorithms, which might differ for different
objects imaged. For the interested reader and for trying the
method on images of different geometry than described here,
the Matlab codes can be obtained from the corresponding au-
thor.
July/August 2010 � Vol. 15�4�2
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In the first part, we show the application of curvature cor-
ection in the case of numerically simulated objects. In the
econd part, we describe phantom experiments performed on
ylindrical and flat objects to validate the technique experi-
entally. Finally, the fitting method is applied using in vivo

cquired multispectral images. We demonstrate the enhance-
ent in image quality on raw intensity images and conse-

uently on reconstruction results of blood volume and oxy-
enation distributions.

Materials
.1 Instrumentation

noninvasive, noncontact diffuse reflectance multispectral
maging system was developed in cooperation with Lawrence
ivermore National Laboratory �Livermore, California�.15,16

olarized light from a white light source �halogen 150 W,
echniquip, Pleasanton, California� is used for flat illumina-

ion of the sample imaged. A second polarizer �Optarius,
almesburg, United Kingdom� is placed before the detection

nit, perpendicular to the incident beam polarization, thus
uaranteeing diffuse reflectance measurements and removal
f specular reflection.6

The distance �h� between the sample and detection unit
as held constant �h=500 mm� by using two He-Ne lasers at
fixed angle. The highest point of the sample was placed at

he point where the two lasers intersect.
Light is then captured in a charge-coupled device �CCD�

amera �Princeton Instruments CCD-612-TKB, Roper Scien-
ific, Tucson, Arizona� after passing consecutively one of six
arrow bandpass filters �40-nm FWHM, FS40-NIR-I, CVI
aser, Albuquerque, New Mexico� on a filter wheel. Six
avelength images are taken, the wavelengths being 700,
50, 800, 850, 900, and 1000 nm. Only the first four wave-
engths were used for further analysis to avoid the influence of
ater and lipid absorption in the reconstruction.

For calibration purposes, images from a 90% reflectance
aper �Kodak� are taken. The raw wavelength intensity im-
ges are being divided by the normalized intensity distribution
rom the paper to remove spatial inhomogeneity from the il-
umination. Spectral inhomogeneity from the source is being
orrected for by utilizing the spectral ratio of the six wave-
ength images of the paper and thus acquiring correction
actors.15 These corrected images are then used for further
rocessing and will be referred to as “raw” intensity images.

.2 Reconstruction of Blood Volume and
Oxygenation

n vivo data acquired from healthy volunteers’ forearms using
iffuse multispectral imaging was used for reconstruction of
lood volume and oxygenation. Reconstruction was per-
ormed in MATLAB �Math Works, Natick, Massachusetts� by
east squares nonlinear fitting of the data to our analytical skin

odel.15 Four wavelength ��� images were used for recon-
truction, 700, 750, 800, and 850 nm. The analytical skin
odel used is based on a two-layered structure, the first one

eing the melanin containing epidermis, the second one being
he blood containing dermis. Optical properties of the skin
ere taken from literature values23–25 and are summarized in
able 1. Our model is given as:
ournal of Biomedical Optics 046013-
Ie�x,y,�� = S · Ae�x,y,��2 · Ad�x,y,�� . �1�

The attenuation by the epidermis Ae is based on Lambert’s
law and can be written as:

Ae��� = exp�− �e . de� = exp�− �vm · 0.66 · 1011 · �−3.33 · de�� ,

�2�

where vm is the concentration of melanin, de is the thickness
of the epidermis, and �e is the absorption coefficient of the
epidermis, which is based on the absorption of melanin. The
attenuation by the dermis Ad, which includes the absorption
due to blood volume and oxygenation, is based on the ana-
lytical solution of photon migration in turbid media based on
the random walk theory26 and can be written as:

Ad��� =
exp�− 2��d/�s���

�24��d/�s��
. �1 − exp�− �24��d/�s����

� 1.06 − 1.45 · ��d/�s��
0.35, �3�

where �s� is the reduced scattering coefficient and �d is the
absorption coefficient of the dermis, defined as:

�d = vdb · ��1 − vboxy� · �deoxy + �vboxy� · �oxy� . �4�

The scaling factor S, blood volume vdb, and blood oxygen-
ation vboxy are unknown a priori and were solved for.

3 Methods
In this section, we explain in detail our curvature correction
method, which uses either averaging of intensity images or
fitting of intensity images. Potentially each of these algo-
rithms can be applied. However, depending on the nature of
the acquired images, one may provide more accurate results
than the other. After this we describe the specific model of
skin chromophores incorporated into our diffuse multispectral
imaging system. This system provides a good example for
using the curvature correction, because it acquires diffuse re-
flectance images in a noncontact fashion of objects where the
curvature effects are expected to be considerable.

3.1 Curvature Correction
Our curvature correction algorithm is based on extracting the
curvature effect on intensity images and does not require ad-
ditional measures of the shape of the object. It is applicable
when the curvature effect is stronger than signals due to in-
trinsic changes. If the curvature of the object causes intensity

Table 1 Optical properties of the skin.

Wavelength
�nm� �deoxy �mm−1� �oxy �mm−1� vm

* �mel �mm−1� �s� �mm−1�

700 1.068 0.232 1.772 1.912

750 0.788 0.330 1.408 1.606

800 0.478 0.468 1.136 1.372

850 0.424 0.583 0.928 1.190
July/August 2010 � Vol. 15�4�3
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ariations, which are smaller than intrinsic changes, the cur-
ature effect can be considered negligible. From now on, we
efer to these changes as physiological changes, e.g., due to
ematological variation. One can consider physiological
hanges on top of curvature as variations on top of a carrier
requency, much like an AM radio signal. Extracting the cur-
ature is similar to removal of the carrier frequency, which
akes the signal �physiologically significant information�

vailable.
The raw detected intensity Ir�x ,y�, which is the intensity

fter correcting for spatial and spectral inhomogeneities of
llumination at image pixel position �x ,y�� �1, . . . ,n�

�1, . . . ,m�, where n and m are the total number of pixels in
he horizontal and vertical image axis, respectively, and can
e described as a function of emitted intensity �Ie�x ,y�� from
he sample surface, the distance of the detector from the ob-
ect’s surface �h�x ,y��, and the angle between the surface nor-

al of the object and the direction to the detector ���x ,y��.
ssuming Lambertian reflection, we can write this depen-
ence as

Ir�x,y� = C�x,y� · Ie�x,y� , �5�

here C�x ,y�=cos��x ,y�� /h2�x ,y� is the curvature term. The
ssumption of diffuse reflection is valid for our multispectral
maging system, as the cross-polarizer used removes specular
eflection.

Given a separate measure of the surface, one can eliminate
he curvature effect directly using this equation. In the ab-
ence of such measures, we can extract the curvature by con-
idering it an intensity effect. To do this, we must first recast
q. �5�, separating the background intensity Ib �dc component
f the signal, constant�, and information intensity Id�x ,y�
physiologically significant information, spatially varying�.
his gives us

Ir�x,y� = C�x,y� · �Ib + Id�x,y�� , �6�

here the background Ib is independent of x and y. It turns
ut that if we assume that the physiological signal Id�x ,y� is
uch weaker than the background Ib �Id�x ,y�� Ib�, where the
agnitude of Ib is in the order of the average image intensity,
e can extract and eliminate the curvature effect C�x ,y�. If

his assumption is violated, then the method may perform
oorly. We demonstrate in the results in Sec. 4 that the as-
umption Id�x ,y�� Ib is valid for our physiological data.

If we further assume that the distance h�x ,y� between the
amera and the sample is much bigger than the elevation
hanges of the sample’s surface that is due to the curvature,
hen h’s dependency on x and y is negligible. In the following
e treat h as a constant height component that we put into Ib

nd Id, such that the curvature term becomes only angle de-
endent. We can then recast Eq. �6�:

Ir�x,y� = C��x,y� · �Ib� + Id��x,y�� , �7�

here C��x ,y�=cos���x ,y��, Ib�= Ib /h2, and Id��x ,y�
Id�x ,y� /h2, with Ib� and Id� being the background and data

ignal at height h, which is the smallest distance between the
urface and camera �highest point of the sample�. If the mea-
urement is being focused on this point, h corresponds to the
ournal of Biomedical Optics 046013-
focal distance. We developed two different and independent
algorithms to extract C��x ,y�. The use of one or the other
depends on the geometry of the imaged object.

3.1.1 Known parametric geometries

For our first method we assume that the curvature term C�
only changes along the x and y axis, i.e., there are two func-
tions C1 and C2 that do not have to be further specified, such
that

C��x,y� � C1�x� · C2�y� . �8�

For instance, this assumption holds if the object is cylin-
drical and aligned to either the x or y axis in the image. This
applies to any geometry that can be described in a separable
two-part parametric function. We note, however, that this re-
quires knowledge of the underlying geometry; for example, in
an elliptical geometry we would need to know its center.

The second assumption that was already mentioned is that
the physiological signal is weak compared to the background,
i.e.,

Id�x,y� � Ib. �9�

Moreover, we suppose that there is a point �x0 ,y0� on the
surface whose tangent is perpendicular to the image axis. This
yields ��x0 ,y0�=0 and hence

max
x=1,..,n

y=1,. . .,m

�C��x,y�� = 1. �10�

This last assumption will be satisfied for almost any geom-
etry of objects imaged.

First, we compute the averages r1�y� and r2�x� of each
column and row of Ir, respectively, i.e.,

r1�y� ª
1

n	
x=1

n

Ir�x,y�, r2�x� =
1

m	
y=1

m

Ir�x,y� .

We verify in the following that �under the above assump-
tions� the term

E�x,y� ª
r1�y� · r2�x�

max
y=1,..,m

�r1�y�� · max
x=1,..,n

�r2�x��
�11�

approximates the curvature term C� �x ,y�.
To derive E�x ,y��C� �x ,y�, we first try to estimate the

denominator of E. The maximum of r1 is

max
y=1,..,m

�r1�y�� = max
y=1,..,m


1

n	
x=1

n

C��x,y�Ib�

+
1

n	
x=1

n

C��x,y�Id��x,y�� . �12�

By using 0�C��x ,y��1 and I��x ,y�� I�, the term
d b

July/August 2010 � Vol. 15�4�4
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1

n	
x=1

n

C��x,y�Id��x,y�

s negligible in Eq. �12�, and we can estimate

max
y=1,..,m

�r1�y�� � Ib� · max
y=1,..,m


1

n	
x=1

n

C��x,y�� .

ue to Eq. �8�, this finally yields

max
y=1,..,m

�r1�y�� � Ib� ·
1

n	
x=1

n

C1�x� · max
y=1,..,m

�C2�y�� . �13�

Analogously, we obtain

max
x=1,..,n

�r2�x�� � Ib� ·
1

m	
y=1

m

C2�y� · max
x=1,..,n

�C1�x�� . �14�

Due to Eqs. �8� and �10�, we have

1 = max
x=1,..,n

y=1,..,m

�C��x,y�� � max
y=1,..,m

�C1�y�� · max
x=1,..,n

�C2�x�� ,

nd Eqs. �13� and �14� then yield that the denominator of
�x ,y� is approximately given by

Ib� · Ib� ·
1

n	
x=1

n

C1�x� ·
1

m	
y=1

m

C2�y� . �15�

The numerator

r1�y� · r2�x� =
1

n 	
x�=1

n

�C��x�,y� · �Ib� + Id��x�,y���

·
1

m 	
y�=1

m

�C��x,y�� · �Ib� + Id��x,y����

an be expanded such that

r1�y� · r2�x� =
1

n
·

1

m 	
x�=1

y�=1

n,m

C��x�,y� · Ib� · C��x,y�� · Ib� + T�x,y� ,

here T captures the missing terms. The assumption of Eq.
9� implies

Id��x,y�
Ib�

=
Id�x,y�

Ib
� 0,

hich yields T�x ,y� / I�I��0. This leads to
b b

ournal of Biomedical Optics 046013-
r1�y� · r2�x�
Ib� · Ib�

�
1

n
·

1

m 	
x�=1

y�=1

n,m

C��x�,y� · C��x,y��

�
1

n
·

1

m 	
x�=1

y�=1

n,m

C1�x�� · C2�y� · C1�x� · C2�y�� ,

where we have used Eq. �4� By combining this with Eqs. �7�
and �11�, we obtain

E�x,y� �
C1�x� · C2�y� · �1/n�	x=1

n C1�x� · �1/m�	y=1
m C2�y�

�1/n�	x=1
n C1�x� · �1/m�	y=1

m C2�y�

= C1�x� · C2�y� � C��x,y� . �16�

We can now divide Ir by E, which gives us the desired

Ir�x,y�
E�x,y�

� Ib� + Id��x,y� . �17�

The retrieved intensity Ie�= Ib�+ Id� is the emitted intensity at
the focal distance h. If different distances are used for mul-
tiple samples, one must further calibrate for the h2 component
of C�x ,y�.

A drawback of this approach is its limitation to curvature
terms C��x ,y��C1�x� ·C2�y�. This condition is violated as
soon as the sample has an unknown or complex geometry.

3.1.2 Generalized geometries

To circumvent the limitation of having a known geometry, we
have developed a second numerical method that is based on
iterative polynomial fitting of the intensity image. We skip the
assumption in Eq. �8�, but we keep Eqs. �9� and �10�. Re-
moval of the data signal Id��x ,y� to retrieve C��x ,y� · Ib� is
done by local smoothing. A polynomial function is fitted for
each row and each column in the image Ir using the polyfit
function in MATLAB �Math Works, Natick, Massachusetts�.

The polynomial function is fitted for each row,

px�y� = px,�y� + px,�−1y�−1 + . . . . + px,1y1 + px,0,

x � �1, . . . ,n� ,

and each column

qy�x� = qy,�x� + qy,�−1x�−1 + . . . . + qy,1x1 + qy,0,

y � �1, . . . ,m� ,

where � and � are the polynomial orders. This results in two
surface fits of the image. We expect that the spatial average of
these 2-D fits gives the first approximation �C��x ,y� · Ib��1 of
the background modulated by the curvature, i.e.,

�C��x,y� · Ib��
1
ª

px�y� + qy�x�
2

. �18�

The first fit of the curvature C��x ,y� · Ib� provides a reason-
able resemblance of the object’s surface, but is still an ap-
July/August 2010 � Vol. 15�4�5
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roximation. In the presence of a spatially varying data signal,
he first fit of the curvature will not be smooth. Considering
q. �18� as a function of the image,

�C��x,y� · Ib��
1 = f�Ir� , �19�

e may iterate the curvature fit using

�C��x,y� · Ib��
k
ª f��C��x,y� · Ib��

k−1� , �20�

here k is the number of iterations. Performing this iterative
tting will smooth the curvature fit and eliminate distortions

hat might be present in the first fit.
The choice of fitting function used is based on the geom-

try of the object. Here we are considering a forearm and
how in the results in Sec. 4 that a fifth-order polynomial in
orizontal and vertical directions fits the data best, and that
ix iterations were sufficient for the fitting procedure. For con-
istency, we have used these fitting parameters for all results.

Due to Eqs. �9� and �10�, the maximum of Ir is essentially
iven by

max
x=1,. . .,n

y=1,. . .,m

�Ir�x,y�� � Ib� · max
x=1,. . .,n

y=1,. . .,m

�C��x,y�� = Ib�.

By assuming that �C��x ,y� · Ib��k�C��x ,y� · Ib�, for k=6,
e can compute

�C��x,y� · Ib��
k

max
x=1,. . .,n

y=1,. . .,m

�Ir�x,y��
�

C��x,y� · Ib�

Ib�
= C��x,y� . �21�

The constraint of this method lies in the choice of the
tting function used. Care must be taken that the spatial fre-
uency of the fitting function chosen is lower than that of the
ignal, or in other words, that the fitting function used does
ot fit the data. Otherwise, the fitting function used will fit and
emove the data content as well. This curve fitting method
as evaluated using the numerical simulation and experimen-

al phantom, as well as in vivo data.

.2 Numerical Simulation
data wave was placed on a 50-mm radius cylinder at a

istance 400 mm away from the detection plane. To test the
heory, we used a background �or average� intensity of unit
alue and applied to it a sine grating signal of amplitude 1%
f the background. We tested and compared three approaches:
he approach where we have a measured surface �exact ker-
el�, the averaging approach, and fitting model. We used Eq.
6� to create the cylindrical numerical object, and the exact
ernel deconvolution inverts Eq. �6� to extract the emitted
ntensity Ie�x ,y� with all variables known. The exact kernel is
sed as a gold standard to compare the averaging and curve
tting method, and is equivalent to having a separate system

o measure shape.
As no imaging technique is free of noise, we evaluated the

erformance of our curvature correction method in the pres-
nce of noise. Noise is defined as average white Gaussian
oise applied to the final signal �background plus data wave
odulated onto the cylinder� with magnitude determined as a

ercentage of the original data wave.
ournal of Biomedical Optics 046013-
3.3 Phantom Experiments
We used a cylindrical tube embedded in blue paper and flat
blue paper, which we refer to as cylindrical phantom and flat
phantom, respectively. The blue paper used was regular office
paper, and several layers of paper were used to avoid any
reflected light from the underlying tube. The diameter of the
cylinder was 74 mm. Structures were introduced by imprint-
ing shaped objects �letters� on the phantoms. We used pencil,
and black and red permanent markers, which are referred to as
contrast agents. Different contrast agents result into different
data to background �dc component� ratios �Id / Ib�. For these
experiments, optical properties of the paper and contrast
agents were not known and not relevant. To experimentally
test the curvature correction approaches, the quantity to
change was the ratio of data to background �Id / Ib�. To calcu-
late the ratio, we imaged the flat phantom with the same let-
ters imprinted and evaluated the data signal �Id� and the back-
ground signal �Ib� by the following equations.

Id =
max�Ie�x,y�� − min�Ie�x,y��

2
, �22�

Ib =
max�Ie�x,y�� + min�Ie�x,y��

2
. �23�

The ratios �Id / Ib� for the different contrast agents at wave-
length 800 nm were 0.73 �black marker�, 0.51 �red marker�,
and 0.39 �pencil�.

3.4 In Vivo Experiments
Multispectral images were taken on healthy volunteers’ fore-
arms. All subjects signed a consent form, which was approved
by the Institutional Review Board �IRB� of the National In-
stitutes of Health under protocol 08-CH-0001.

4 Results
4.1 Numerical Simulation
In Fig. 2, we show that in the case of a data wave in the form
of a sine grating �Fig. 2�a��, superimposed on a cylindrical
shape object �created using Eq. �6��, �Fig. 2�b� left� without
noise and �Fig. 2�b� right� with 50% noise, we can recover the
data wave using any of the three considered approaches.
These approaches are Fig. 2�c� exact kernel, Fig. 2�d� averag-
ing, and Fig. 2�e� curve fitting approach. Figures 2�c�–2�e�,
left side, show the deconvolution without noise, and Figs.
2�c�–2�e�, middle, show the deconvolution with noise. The
middle row of Fig. 2 Shows that in the case of noise, all three
models respond to noise in a qualitatively similar manner and
allow reliable recovery of the data wave. The point-wise per-
centage error is shown in the far right column; it is the decon-
volved data wave from the middle column minus the data
wave from Fig. 2, divided by the data wave. Wherever the
data wave is of zero value, the error goes to infinity �division
by zero�. Remarkably, this shows that all three approaches
perform qualitatively equivalently. To demonstrate that the re-
sponse to noise of the three models is also quantitatively
equivalent, we have taken a set of images over a noise range
of 1 to 100% �data not shown�. Results show that the average
error is the same for all approaches over the entire noise range
July/August 2010 � Vol. 15�4�6
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nd stays around zero. The normalized standard deviation
hows an equivalent linear trend for all three methods and
oes from 0.03 at zero noise to 0.537 at 100% noise applied.

In Fig. 3�a�, we assess the dependence of the object’s
lignment relative to the horizontal or vertical image axis. The
ylindrical numerical object was rotated 90 deg in 5-deg
teps, and the error in reconstruction caused by this rotation
as calculated. As expected, the averaging approach depends
n the object’s orientation, whereas the curve fitting approach
oes not. In Fig. 3�b�, we show the effect of varying the radius
f the cylinder, therefore the maximum angle theta, while
olding the image size constant at 50 mm on the error on
econstructed data. The angles evaluated were 25 to 85 deg.
he averaging method is not influenced by changes in angle,

herefore changes in the curvature, and recovers the data wave
ccurately in all cases. The curve fitting method shows an
xponential increase in error with increasing angles. At
5 deg, the error is 0.47, which is 47 times larger than the
ata wave. At angles greater 85 deg, the curve fitting ap-
roach brakes down and shows a dependence on sampling
ccuracy. The exponential increase in error can be explained
y the fact that a polynomial function cannot fit a cylinder.
hen excluding high angles �	35 deg�, thus only taking a

raction of the cylinder into account, the curve fitting method
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ig. 2 �a� Data wave �a sine grating�, superimposed on ��b�, left� a cyl
pproaches for curvature removal were tested; �c� exact kernel decon
atively all three approaches perform equally well in the noise-free
ercentage error for the noise case is shown in the right column.
ournal of Biomedical Optics 046013-
performs well, with an error smaller than the data wave. For
all other numerical simulation results, a radius of 50 mm
�30 deg� was used where the error is much smaller than the
data wave �2.6�10−4�.

In Fig. 4�a�, we illustrate a potential limitation of the curve
fitting approach. Two columns of images are shown, the left
column being the target data wave and the right being the
deconvolved data wave. Here we have reduced the spatial
frequency �top to bottom� of our sine grating gradually toward
a point where the polynomial function used for fitting begins
to fit the data wave. In this degenerative case, we know that
the model will not hold. This is expected, but as asserted, such
cases should not occur in typical biological samples, which is
demonstrated in the in vivo result section. In Fig. 4�b� we
provide a quantitative analysis of this effect. The average er-
ror in reconstruction is plotted against the number of cycles of
the sine grating in the data wave. With increasing number of
cycles or spatial frequency, the error in reconstruction for the
curve fitting method decreases. As expected, the averaging
approach is not affected by the spatial frequency of the data
wave.

Figure 5 shows an assessment of our fundamental assump-
tion that Id� Ib. The percentage error in reconstruction is plot-
ted against the data-to-background ratio. Ratios evaluated
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ere up to 1, where the data equals the background. Physi-
logically reasonable ratios, assessed by the in vivo results,
ere on the order of 0.15. As expected, the error increases
ith increased ratio for the curve fitting method. While the

d / Ib ratio is needed for the theoretical derivation, the averag-
ng approach appears unaffected by the Id / Ib ratio and per-
orms equivalently to the known geometry model.

With the numerical simulation we have shown that all
hree approaches of extracting the curvature are equivalent,
ualitatively and quantitatively, and can accurately recover
he data wave. We showed the dependence of the results on
oise and assessed the potential limitations of the numerical
pproaches.

.2 Phantom Experiments
ultispectral images were acquired from a cylindrical and flat

hantom with the same optical properties. For illustrative pur-
oses and conciseness, images are only shown at one wave-
ength �800 nm�. We evaluated the curve fitting approach and
e demonstrate the importance of adequate choice of polyno-
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ig. 3 �a� Error in reconstruction caused by rotation of the object from
he image axis. The cylindrical object was rotated 90 deg in 5-deg
teps. The average error in reconstruction is plotted against the angle
f rotation for all three methods. The averaging method highly de-
ends on the orientation of the object axis to the image axis, whereas

he curve fitting method does not. �b� Error due to varying curvature.
here are changes in the radius, therefore maximum angles of the
ylinder were evaluated. The error displayed has units of the data
ignal of the order of 0.01. The curve fitting method shows an error
reater than the data for angles between 85 and 35 deg, and breaks
own at angles 	85 deg. At angles smaller than 35 deg, the error is
maller than the data signal. The averaging method is not affected by
he angle.
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mial order for fitting, the qualitative and quantitative recovery
of the object shape, as well as the limitations of the algorithm
with high background-to-data ratio.

In Fig. 6 we show the effect of polynomial order on fitting
quality. An averaged cross section along the cylinder axis af-
ter correction can be seen in Fig. 6�a�. Polynomial orders two
and three reduce the curvature effect but do not remove it
completely at the edges. No significant difference can be seen
between order five and six, which both remove the curvature
accurately. Minor residuals �
2%� can be seen at the edges
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Fig. 4 �a� Gradual degradation of the curvature correction using the
curve fitting approach when data with decreasing spatial frequencies
�top to bottom� are applied. The left column shows the data waves
and the right column the deconvolved ones. �b� Error in reconstruc-
tion caused by low spatial frequencies in data. The dependence of
spatial frequency of the data wave for the curve fitting approach is
pointed out by plotting the average error in reconstruction against the
number of cycles of the sine grating in the data wave. As expected,
the averaging approach is not affected by the varying spatial
frequency.
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of the cylinder, which can be explained by the high angular
dependence of the object shape at the edges as well as by the
fitting function used. A polynomial function cannot fit a circle
and breaks down at the edges. We generated L-curves to make
a decision of the best choice of polynomial order for fitting.
The normalized standard deviation of all six wavelengths im-
ages, after correction for each polynomial order, was calcu-
lated. The standard deviation for each L curve was normalized
against the maximum standard deviation for each wavelength,
and the dependence of standard deviation on the polynomial
order can be seen in Fig. 6�b�. Based on these L-curves, we
chose fifth order polynomials for the curve fitting approach
for our case.

Figure 7�a� shows the cylindrical phantom before and Fig.
7�b� after curvature correction with the curve fitting approach
in comparison to Fig. 7�c� the flat phantom. We demonstrate
that our algorithm is capable of removing the curvature effect
qualitatively in the comparison of Figs. 7�b� and 7�c�. In Fig.
7�d� we illustrate this recovery quantitatively by showing the
averaged cross section for Figs. 7�a�–7�c� with error-bars
given by the standard deviation over all rows. The mean in-
tensities over the entire image area are 68105�997 and
65930�1095 for the curvature corrected and the flat phan-
tom, respectively. Values are greater than the saturation limit
of the 16-bit camera due to calibration for spectral
inhomogeneities15 and due to the curvature correction. Re-
maining discrepancies between theses numbers can be ex-
plained by the fact that we used a cylindrical phantom that
cannot be fitted perfectly by a polynomial function. In com-
parison, the uncorrected phantom mean intensity is
55022�15760. We therefore show that real intensity values
can be recovered within 1.2% error, in comparison to 16.5%
error before correction

Figure 8 shows the cylindrical phantom with different con-
trast agents, having decreasing data to background ratios
�Figs. 8�a�–8�c��. The contrast agents used have different ab-
sorption coefficients compared to the background and were
therefore used to mimic local changes, which are present for
in vivo imaging �vein, hair, lesion, etc.�. Different contrast
agents were used to see the effect of contrast on the curvature
correction. The method used for correction was based on the
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urve fitting approach. Letters were written perpendicular to
he axis of curvature and along it to assess the effect of struc-
ure orientation on the curvature correction. Figure 8�a� shows
hat for the highest Id / Ib ratio �black marker�, the least effec-
ive curvature correction is achieved. From left to right, Fig.
�a� shows the phantom before correction and after correction
or letters aligned perpendicular to the curvature, and before
nd after correction for letters aligned along the curvature.
fter correction, the remaining curvature is clearly visible in

he image area where the letters are written, regardless of
rientation. In this case the Id / Ib ratio was 0.73 �calculated
sing Eqs. �22� and �23��, which is a much higher ratio than
hysiological changes found in typical biological samples.
ualitative improvement can be seen in Figs. 8�b� and 8�c�

ratios 0.51 �red marker� and 0.39 �pencil�, respectively�,
here the algorithm works better as the ratio decreases.

The quantitative relationship between the Id / Ib ratio and
he normalized standard deviation of the curvature corrected
mage is shown in Fig. 9. For this comparison, the standard
eviation of the background �no letters� was calculated after
orrection, as it is the background �no letters� that should be
quivalent for all contrast agent images. Both cases of feature
lignment were considered, perpendicular and along the cur-
ature axis. The descending trend of standard deviation for
ecreasing ratios is found for both directions of feature align-
ent. Features aligned along the axis of curvature are less

isruptive to the correction than features perpendicular to the
urvature axis.

Before correction (i) After correction (ii)

perpendicular to curvature

(a)

(c)

(b)

ig. 8 Curvature correction based on curve fitting on the cylindrica
urvature correction. Different contrast agents were used with decreas
nd �c� 0.39. The figure qualitatively shows the dependence of data-t
ournal of Biomedical Optics 046013-1
The phantom experiments demonstrated that our algorithm
does not only qualitatively remove the curvature, but provides
quantitative agreement with flat objects with the same optical
properties. We investigated the influence of data-to-
background ratio on the correction efficiency, and show that if

ore correction (iii) After correction (iv)
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he ratio is too high, the algorithm may not remove the cur-
ature completely.

.3 In Vivo Experiments
e evaluated the curve fitting curvature correction method

escribed in the previous sections using in vivo images taken
y our multispectral imaging system. Specifically, using im-
ges of a healthy volunteer’s lower arm, we show the im-
rovement in intensity image quality as well as on the recon-
truction results for blood volume and oxygenation.

Figure 10 shows the effect of multiple iterations on the
urvature fit when using the curve fitting approach. Figure
0�a� shows a cross section through the curvature fit with
eins present. The locations of veins are pointed out by black
rrows. The first fit of the curvature is clearly biased by in-
ensity variations due to veins. This effect disappears with
ncreasing number of iterations and the curvature becomes
mooth. To quantify this behavior, the squared error of the
ifference between fits over increasing iterations was calcu-
ated, which can be assessed as:

En = ��C��x,y� · Ib�
l−1 − �C��x,y� · Ib�

l�2, �24�

here 1:2→L, with L being the maximum number of itera-
ions. The results of the squared error are shown in Fig. 10�b�.
ased on this L-curve, we have chosen six iterations for our
urvature correction method.

The qualitative improvement of image quality and feature
xtraction on intensity images for all six wavelengths ac-
uired can be seen in Fig. 11. Our method is able to recover
eal intensities, and therefore spectral ratios are retained,
hich makes further analysis, i.e., reconstruction for blood
olume and oxygenation, possible. The curvature corrected
mages in Fig. 11 were used to evaluate the data-to-
ackground ratios and to confirm that our assumption of Id
Ib holds for our multispectral images. The data signal �Id�

nd the background signal �Ib� were calculated by Eqs. �22�
nd �23� using the curvature corrected images. We were con-
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ig. 10 Effect of multiple iterations on the goodness of fit of curvature
ll six iterations. Black arrows indicate the location of veins. It can
mooth curvature. The L-curve in �b� shows the squared error against
ournal of Biomedical Optics 046013-1
fident using the corrected images for calculation, as the cur-
vature effect is clearly larger than the data variation, as can
best be seen in Figs. 12�e� and 12�f� �corrected versus uncor-
rected�. The ratios �Id / Ib� for all six wavelength images were
calculated and were 0.12 �700 nm�, 0.15 �750 nm�, 0.16
�800 nm�, 0.16 �850 nm�, 0.13 �900 nm�, and 0.09
�1000 nm�. Comparing these ratios to the results of the nu-
merical simulation �Fig. 5�, a maximum error of 1.2% is ex-
pected in the removal of the curvature effect.

To assess the improvement on skin chromophore concen-
trations, image reconstruction for blood volume and oxygen-
ation was performed; representative results are shown in Fig.
12. Reconstruction was performed on uncorrected intensity
images and the corresponding curvature corrected ones to
evaluate the curvature effect on the reconstruction of chro-
mophore distribution and concentration. Figures 12�a� and
12�b� show the reconstruction results for uncorrected images.
Almost no structures can be identified, which is even more
evident when looking at a cross section through the images,
indicated by the dotted line in Fig. 12�a� and plotted in Figs.
12�e� and 12�f�. The curvature is clearly visible in both blood
oxygenation �Fig. 12�a�� and blood volume maps �Fig. 12�b��.
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Fig. 11 Curvature correction for in vivo data. Intensity images of a
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quality can be seen in the corrected images.
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he effect leads to overestimation of oxygenation in the cen-
er of the image and underestimation at the edges; the oppo-
ite effect is visible for blood volume. The curvature biases
he reconstruction not only toward higher or lower chro-

ophore concentrations, but obscures the structures in the
ample imaged. Figures 12�c� and 12�d� show the results for
urvature corrected images. The overall distribution of chro-
ophore concentration is more uniform and not biased by the

urvature anymore. A cross sectional comparison between un-
orrected and corrected images can be seen in Figs. 12�e� and
2�f�. With the curvature correction applied, pixel-wise as-
essment of chromophore concentration and detailed assess-
ent of small structures was made possible.
We demonstrated the qualitative improvement of curvature

orrection for multispectral images of in vivo data. The im-
ortance of correction becomes evident in the reconstruction
esults, where the curvature highly biases the spatial distribu-
ion of chromophore concentrations and makes pixel-wise as-
essment impossible. We further demonstrated that detailed
eature extraction became possible, allowing assessment of
tructures over the entire image.

Discussion
irect approaches to curvature correction in noncontact imag-

ng allow us to remove the curvature artifact without extra
easurements being required. We present two approaches that

an be used in a complementary fashion depending on the
maging paradigm and sample imaged. The performance of
he approaches depends on the object images and the spatial
xtend of the data. Data shown here are therefore seen as
xamples.

Numerical simulations allowed us to compare the two
ethods to an exact kernel deconvolution. The exact kernel is

Before correction After co
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ig. 12 Effect of curvature correction on quantification of �a� and �c�
truction results �a� and �b� before curvature correction are clearly bia
an be seen in more detail in the cross sectional plots shown in �e� a
hown are indicated by the dotted line in �a�. Detailed assessment of
ournal of Biomedical Optics 046013-1
equivalent to measuring the geometry precisely with a sec-
ondary instrument, and as such it provides a gold standard of
the best possible result. We showed that the recovered signal
is qualitatively �Fig. 2� and quantitatively equivalent to the
exact kernel. Figure 2 illustrates the images recovered from
the two methods in the presence of noise, showing qualitative
agreement to the exact kernel. We showed that over a range of
noise up to 100%, the error in these images is numerically
matched to that of the exact kernel. From these results we can
assert that the two methods perform with the same quantita-
tive performance as a separate measurement approach. This
performance is demonstrated experimentally in Fig. 7, where
we recover the intensity value of a curved object to within
1.2% �average over the image�; the average error in the un-
corrected image is 16%.

The correction of the curvature is achieved by extracting
information from the original intensity image. The informa-
tion is the shape-dependent bias in the image, as described in
Eq. �5�. We extract this information by one of two methods.
The first method is to use an x /y averaging algorithm. This
method gives good qualitative and quantitative results, as
shown in Fig. 2. However, it is limited by the assumption
given in Eq. �8�. This constrains us to images with simple
geometries aligned to the imaging frame of reference. For the
case of generalized geometries, we have developed a curve
fitting method as an alternative approach to extract the infor-
mation. As illustrated in Fig. 3�a�, we see that the averaging
method does indeed break down significantly with as little as
5% change in angular orientation to the imaging frame of
reference. As expected, our generalized curve fitting model
performs equivalently to the exact kernel through all orienta-
tions.
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Having demonstrated the improvement of the generalized
urve fitting approach over the averaging method, we now
iscuss the limitations of this approach, where the averaging
pproach may prove more suited to a given curvature correc-
ion problem. The first limitation is evidenced in Fig. 3�b�,
here we see under areas of high curvature that the curve
tting approach does not recover the background levels as
ccurately as an exact kernel; however, the averaging ap-
roach is unaffected in this case. The second limitation of the
urve fitting approach lies in the choice of the fitting function,
hich has to be chosen carefully, so that it fits the curvature
f the object without fitting the spatially varying data signal.
he curve fitting method rapidly degenerates both qualita-

ively �Fig. 4�a�� and quantitatively �Fig. 4�b�� when the spa-
ial frequencies are low. The averaging method is again not
ffected by such spatial frequency constraints �Fig. 4�b��. Ex-
mples of physiological conditions, for which the described
urve fitting method is suitable for, are port wine stains, body
arts similar in structure, as described here, wounds, skin le-
ions, and others. The latter two are suitable conditions to
tudy if they are large compared to the image size and thus
ccupy most of the image. In general, the curve fitting
ethod, with its parameter as chosen for this presented work,

rakes down if features in the image are of low spatial fre-
uency. Examples of those cases could include nevi, lesions if
mall compared to image size, and others. The final limitation
f the curve fitting method is in the Id / Ib ratio. Both methods
equire that Id� Ib and the curvature extraction rapidly degen-
rates as �Id�→ �Ib� �see Fig. 5�; no such degeneration is seen
or the averaging approach when using a sine grating as data
ave.

For the case of multispectral imaging, we wish to choose
he most appropriate method. We know that these images can
ome from any part of the body and therefore the geometry
ay not be suitable to the averaging method without rotation

nd image segmentation. This suggests the curve fitting ap-
roach would be more suitable; however, we must first con-
ider the other limitations. We know that the spatial variation
f the chromophores is high, and that the images will not
ypically contain high curvature; however, we must consider
he ratio �Id / Ib�. For our in vivo arm data, we found a maxi-

um Id / Ib ratio of 0.15, which corresponds to an expected
rror of 1.2% in recovered signal based on numerical simula-
ion results �Fig. 5�. To further validate these numerical re-
ults, we tested our imaging system on a cylindrical phantom
ith imprinted letters �Figs. 8 and 9� to compare the error in

ecovery. The calculated Id / Ib ratios were 0.73 �black
arker�, 0.51 �red marker�, and 0.39 �pencil�. A maximum

rror of 40% was found for black permanent marker �highest
atio�, which equates to the expected value from the numerical
imulation results with the same ratio. We would like to point
ut that the phantom experiments with blue paper were not
imed toward mimicking optical properties, rather than mim-
cking intensity ratios present when different structures with
ifferent optical properties are present in the area to be im-
ged. Due to this, we were able to use paper and markers,
hich do not have comparable optical properties but do have

omparable intensity ratios. For interested readers, we suggest
sing Eqs. �22� and �23� for calculating Id / Ib and for putting
heir work in the same context.
ournal of Biomedical Optics 046013-1
In vivo results demonstrated the importance of curvature
correction on identifying underlying tissue structures in the
intensity images �Fig. 11� and consequently in the recon-
structed blood volume and oxygenation maps �Fig. 12�. While
the accurate concentrations are unknown due to lack of a con-
trol measurement, the curvature effect in the raw images
causes distortions in reconstructed maps, leading to physi-
ologically unreasonable over- and underestimation of chro-
mophore concentration. After curvature correction, the chro-
mophore concentrations are more uniform except for areas of
different physiology �veins�. We demonstrated that the overall
spatial distribution is improved over the uncorrected recon-
struction results. Pixel-wise comparison between areas was
made possible.

6 Conclusion
We introduce a direct, robust, rapid, and elegant methodology
to correct for curvature artifacts present in many noncontact
optical imaging modalities. The method is based on analysis
of raw intensity images by one of two algorithms, either av-
eraging or curve fitting, and does not require any additional
measurements of the shape. As no additional data is required,
an attractive feature of the method is that already acquired
data can be curvature corrected and reanalyzed. The effective-
ness of our technique is demonstrated on numerical simula-
tions, phantom experiments, and in vivo data acquired from
forearms using multispectral imaging. We evaluate both algo-
rithms in the presence of noise for different angles of sample
orientation, for varying curvature, and for varying data signal,
either varying in spatial frequency or contrast. Results show
that the curvature removal does not bias the recovered signal.
They also demonstrate that the curve fitting approach is better
for generalized geometries. However, care must be taken re-
garding degree of curvature, spatial frequency, and data-to-
background intensity ratios if this approach is to be chosen
over the averaging algorithm. Furthermore, results from phan-
tom experiments show that real intensity values can be recov-
ered, and objects with the same optical properties but different
shape can be directly and pixel-wise compared. Based on the
numerical simulation results, we find that in the case of in
vivo arm data, a maximum error of less than 2% can be ex-
pected in the recovery of the signal. We demonstrate the curve
fitting approach on in vivo data of the arm for intensity images
as well as for reconstruction results of blood volume and oxy-
genation, and show the importance of taking the curvature
into account if pixel-wise assessment of skin chromophores is
desired.
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