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Abstract. A modulation transfer function (MTF) calibration method based
on binary pseudorandom (BPR) gratings and arrays has been proven
to be an effective MTF calibration method for interferometric micro-
scopes and a scatterometer. Here we report on a further expansion
of the application range of the method. We describe the MTF calibra-
tion of a 6 in. phase shifting Fizeau interferometer. Beyond providing a
direct measurement of the interferometer’s MTF, tests with a BPR ar-
ray surface have revealed an asymmetry in the instrument’s data pro-
cessing algorithm that fundamentally limits its bandwidth. Moreover, the
tests have illustrated the effects of the instrument’s detrending and fil-
tering procedures on power spectral density measurements. The de-
tails of the development of a BPR test sample suitable for calibra-
tion of scanning and transmission electron microscopes are also pre-
sented. Such a test sample is realized as a multilayer structure with the
layer thicknesses of two materials corresponding to the BPR sequence.
The investigations confirm the universal character of the method that
makes it applicable to a large variety of metrology instrumentation with
spatial wavelength bandwidths from a few nanometers to hundreds of
millimeters. C© 2011 Society of Photo-Optical Instrumentation Engineers (SPIE).
[DOI: 10.1117/1.3622485]
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1 Introduction
In many applications, a statistical description of the surface
topography via one-dimensional (1D) and two-dimensional
(2D) power spectral density (PSD) distributions makes avail-
able rigorous experimental information about the expected
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performance of the optic. The measured PSD distributions
provide a closed set of data necessary for three-dimensional
calculations of scattering of light by the optical surfaces.1–4

Spectral analysis of the surface measurements is used to
parameterize, specify, and model the topography of optical
and engineering components5–8 as well as fabrication tech-
nologies, including optical polishing,9 lithography,10 surface
coating, and multilayer (ML) deposition.11, 12 Reliability of
the PSD data for these and other applications relies on experi-
mental methods available for comprehensive characterization
and calibration of the metrology instruments in use.

In order to describe the spatial frequency response of
imaging devices and surface profilometers, the concept of
modulation transfer function (MTF) is widely used.13 The
MTF of a profilometer accounts for the effects of the in-
strument’s optical system, detector, signal processing, soft-
ware algorithm, and environmental factors on the measured
PSD distributions of the surface height and slope (see, e.g.,
Refs. 14–19 and references therein).

In the course of PSD measurements of a surface under
test (SUT) with pixel dimensions �x and �y and M and
N number of pixels in the tangential and sagittal directions,
respectively, the measured surface 2D PSD, PSDmeasured, is
obtained by the square modulus of a straightforward dis-
crete Fourier transform of the measured height distribution
hm,n:17–19

PSDmeasured(l, k) = M N �x �y |Fl,k |2, (1)

where Fl,k are the elements of the Fourier transform matrix,

Fl,k = 1

M
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The corresponding estimates of the tangential and sagit-
tal 1D two-sided PSD S′

1(l) and S′
1(k) can be obtained by

summing over rows (l) or columns (k), respectively. Here
0 ≤ l ≤ M − 1 and 0 ≤ k ≤ N − 1, and prime signifies a
two-sided PSD. These are then converted to one-sided (pos-
itive frequency only) just like the ones calculated from lines
on the surface directly

S1(l) = 2S′
1(l)g(l) and S1(k) = 2S′

1(k)g(k), (3)

where 0 ≤ l ≤ M/2, 0 ≤ k ≤ N/2; g(l) = 1/2 at l = 0,
M/2, g(k) = 1/2 at k = 0, N/2, and g(l) = 1 and g(k) = 1
otherwise.

To the extent that the response of the instrument can be
characterized as a linear system, the measured PSD is a prod-
uct of the PSD inherent for the SUT, PSDSUT, and the MTFs
of the individual components (objective, detector, etc.) of the
instrument:

PSDmeasured = PSDSUT × MTF2. (4)

The MTF in Eq. (4) is the total MTF of the instrument. It
can be experimentally determined by comparing the mea-
sured PSD distribution of a test surface to the corresponding
ideal PSD distribution, which is numerically simulated or
found from PSD measurements with an instrument with sig-
nificantly higher resolution. The square root of the ratio of
the measured PSD distribution to the ideal PSD distribution
gives the MTF of the instrument.

A number of methods for MTF measurement have been
developed.20–33 The effectiveness of a given method hinges
critically on the appropriate choice of test surface. A suc-
cessful test surface should be suitable for calibration over the
entire instrumental field of view with a uniform sensitivity
to the MTF over the entire spatial frequency range up to the
Nyquist frequency of the instrument. Additionally, in order
to be used as a certified standard, the MTF test surface should
satisfy the conditions of ease of specification, reproducibility,
and repeatability; and the accuracy of the MTF calibration
should have a reasonably low sensitivity to possible fabrica-
tion imperfections of the surface. Most of the common test
patterns used in MTF measurements, including knife-edge
sources (step height standards),20–24 bar targets,25 sinusoidal
surfaces,26 periodic and quasiperiodic patterns,27–30 white
noise patterns,31 and random reference specimens28, 32 fail to
meet all of these requirements. For a comprehensive review
of standard reference specimens, see Ref. 33 and references
therein.

Recently, an original technique for precise measurement
of the 1D and 2D MTFs has been developed. The technique is
based on the use of binary pseudorandom gratings and arrays
(BPRA).34, 35 Unlike most conventional test surfaces, the in-
herent PSD of the binary pseudorandom (BPR) gratings and
arrays has a deterministic white-noise–like character. This
allows the direct determination of the 1D and 2D MTFs,
respectively, with a sensitivity uniform over the entire spa-
tial frequency range of a profiler. The success of applying
this method to different interferometric microscopes and a
scatterometer has been experimentally demonstrated.34–39

In Sec. 3, we extend the BPRA method to large field-
of-view interferometers, a class of instruments that are, and
we believe will continue to be, a standard for making high
precision surface height measurements over relatively low
spatial frequency ranges from approximately 10− 2 to 10
mm− 1. In this case, a 2D BPRA test sample of 4027 × 4029
elements with fundamental element size of 20 μm and height
of 100 nm was fabricated by a conventional microlithography
technique. The fundamental element size was chosen to be a
few times smaller than the highest lateral resolution possible
with the ZYGO GPITM interferometer under test.

An extension of the method to the micro- and nanoscale
measurements with scanning and transmission electron mi-
croscopes (SEM and TEM, respectively) is presented in
Sec. 4. The test samples suitable for calibration of electron
microscopes are made of the BPR multilayer (BPRM) struc-
tures with a focused ion beam technique. The BPRM samples
of two materials are seen as 1D BPR structures of different
contrast when observed with an electron microscope. The
fundamental layer thickness of 3 nm and the overall thick-
ness of the multilayer cross-section of about 6 μm determine
the spatial frequency range available for calibration with the
samples.

Besides the significant, by many orders of magnitude, ex-
tension of the spatial frequency range of applicability of the
method (to both lower and higher frequencies compared to
that of the previous work with interferometric microscopes
and visual-light scatterometer34–39), we demonstrate here the
universal character of the used approach, suitable to char-
acterize these principally different instruments. Universal-
ity is ensured by the similarity of specification of the test
samples as sets (1D gratings and sequences, or 2D arrays)
of pseudorandomly distributed elements with a binary
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(two-level) physical property such as two height levels or
two materials with different contrast.

This paper is organized as follows. In Sec. 2, we briefly
overview the mathematical fundamentals of BPR sequences
and arrays that are important for MTF measurements. Section
3 discusses the development of the first prototype BPR test
surfaces suitable for MTF measurements with large aperture
interferometers. Specifically, we present the results of MTF
tests with a ZygoTM-GPI 6-in. Fizeau interferometer. The de-
tails of fabrication and use of a BPR multilayer structure, suit-
able for characterization of SEMs and TEMs, are presented
in Sec. 4. The paper concludes (Sec. 5) by summarizing the
main concepts discussed throughout the paper and stating
a plan for extending the technique to calibrate other types
of surface profilometers, including scanning probe (atomic
force) microscopes. The investigations confirm the univer-
sal character of the method that makes it applicable to a
large variety of metrology instrumentation with spatial wave-
length bandwidths from a few nanometers to hundreds of
millimeters.

2 BPR Sequences and Arrays
BPR sequences and arrays are one- and two-dimensional
patterns, respectively, of statistically independent and uni-
formly distributed binary elements (1’s and 0’s or − 1’s and
+ 1’s). We use the term “pseudorandom” to emphasize that
the distributions are generated by mathematically precise
rules to be random in the mathematically strong sense.40–42

Alternatively, such sequences are referred to in literature as
pseudonoise sequences or m-sequences.40

Particular methods for generation of pseudorandom
sequences43, 44 were developed in connection with commu-
nication and encryption processes,45 acoustics,46 and pseu-
dorandom chopping of a beam in time-of-flight experiments
with slow neutrons47–52 and molecular beams.53–55 The max-
imum duty cycle (relative number of 1’s and 0’s) of approx-
imately 50% is obtained with a maximum-length pseudo-
random sequence (MLPRS).44, 53, 54 A sequence {ai} of N
elements, i = 0, 1, . . . , N − 1, N = 2n − 1, where n is an
integer, is qualified as a MLPRS, if i. the autocorrelation of
the sequence sums to 2n−1 and ii. the sequence is “almost”
uncorrelated. The conditions i. and ii. are very natural for
a purely random sequence, or white noise that consists en-
tirely of uncorrelated binary elements with a delta-function–
like correlation function. According to the Wiener–Khinchin
theorem,56 the PSD of a sequence with a delta-function–like
correlation function is a frequency independent white-noise-

like distribution. The 1D BPR sequences used in this publi-
cation were generated using the algorithm described in detail
in Ref. 44.

Two-dimensional analogues to 1D BPR sequences are
designated as uniformly redundant arrays (URAs). URAs
are widely used as optimal mask patterns for coded aperture
imaging techniques.41 Analogous to the time-of-flight tech-
nique based on 1D BPR sequence chopping,47–55 an imaging
technique based on the 2D URAs allows one to obtain a
better signal-to-noise ratio, keeping the high angular resolu-
tion characteristic of a single pinhole aperture.57–59 Similar
to 1D BPR sequences, the URAs possess both high through-
put (50%) and a delta-function–like cyclical autocorrelation
function that corresponds to a flat 2D PSD spectrum. Due
to the similarity, we employ the term BPR array rather than
URA, when discussing the 2D test surfaces used for the MTF
calibration. The URA used in this paper follows the original
prescription of the twin-prime class given in Ref. 57 The
URA is configured as a rectangular aperture of dimensions
r×s, where r and s are prime numbers and r = s + 2. For
more details on the URA generation algorithm see Refs. 57
and 58.

1D and 2D BPR gratings and arrays which we use for
MTF calibration of surface profilometers (such as interfer-
ometric microscopes,34–39 scatterometers,37 and, now, large
area interferometers), are sets of rectangular grooves pseu-
dorandomly distributed over a uniform 1D and 2D grid,
respectively.

Figure 1(a) illustrates the design of a BPR array. The pitch
of the grid (width of the smallest element of the pattern), �,
determines the inherent Nyquist frequency of the BPR pat-
tern, fN = 1/2�. For lower spatial frequencies, the inherent
PSD is limited by the whole size of the array, r� and s� for
the two orthogonal directions, fLx = 1/r� and fLy = 1/s�,
respectively. The height of the pattern, h0, determines the
amplitude of the array’s inherent PSD spectrum. Because the
PSD from a BPR grating or array is a result of the groove dis-
tribution, it is not particularly sensitive to the groove shape or
roughness of the groove surfaces, top or bottom.38, 39 The only
requirement is that the value of h0 should be large enough to
ensure a negligible contribution from fabrication imperfec-
tions to the PSD measurements.

Figure 1(b) illustrates a design of a BPR ML test sam-
ple suitable for measurements with electron microscopes.
A BPRML sample is a multilayer structure consisting of
two materials (marked with indexes 0 and 1) with signif-
icantly different contrast when observed with an electron

Fig. 1 Examples of BPR test patterns: (a) 2D BPR array of 43 × 41 elements; (b) BPR multilayer consisting of 63 elementary sub-layers of
thickness �t . In order to generate the BPR patterns, the algorithms described in Refs. 44 and 57 were used.
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microscope. In order to serve as a test sample for MTF cali-
bration of a SEM or a TEM, the layers of the two materials
are pseudorandomly distributed according to a binary pseu-
dorandom sequence, similar to ones used for fabrication of
BPR gratings and applied to 1D MTF calibration of interfer-
ometric microscopes.34, 35 In the BPRML case, the thickness
of a particular layer of the material with index 0 (1) is equal
to the elementary thickness of the multilayer, �t , multiplied
by the number of adjacent 0’s (1’s) in the BPR sequence used
for the multilayer generation.

The BPR array and grating patterns used throughout the
present work are generated with a maximum filling factor
of about 50% providing an improved signal-to-noise ratio of
the PSD spectra of the test surface. The inherent PSD spec-
trum of such a pattern is independent of spatial frequency
(white-noise–like). Therefore, any deviation of a PSD spec-
trum measured with a real instrument from a white-noise–like
spectrum is a measure of the instrumental MTF.

3 BPR Array Sample for Use With Large
Aperture Interferometers

3.1 BPRA Fabrication
Due to their deterministic binary character, BPR test surfaces
are easy to specify for standard micro- and nanofabrication
processes. For the purpose of MTF measurement, an ideal
surface based on a BPR pattern is determined as a set of
rectangular grooves of binary height levels with grooves and
peaks corresponding to values of 1 and 0 in the BPR sequence
or array [Fig. 1(a)]. The optimal height, h0, and fundamen-
tal element size (pitch), �, depend on the specifics of the
instrument under calibration.37

In order to carry out MTF calibration of an interferometer,
an optimal BPRA sample should have i. a fundamental ele-
ment size smaller than the highest lateral resolution available
with the instrument; ii. the height step should be smaller than
the light wavelength, h0 < λ, and iii. the test pattern should
fill a relatively large area of the instrumental field of view.

In the case of the 6-in ZygoTM-GPI interferometer under
test, the lateral resolution can be varied from about 0.4 mm
down to approximately 0.09 mm depending on the optical
magnification. Therefore, for an adequate BPRA test sample
according to condition i., we choose a fundamental element
size of 20 μm that provides a sufficient higher spatial fre-
quency bound.

Conditions ii. and iii. lead to a relatively stringent require-
ment that the figure error of the BPRA substrate be less than
λ/20 over a clear aperture of about 150 mm. In addition to the
high price of such substrates, they are also rather thick, 3/4
to 1 in., making it difficult to use them in conventional mi-
crolithography machines and processes. For this reason, the
first prototype BPRA samples (with 4027 × 4029 elements
with 20-μm fundamental element size) for MTF calibration
of the ZygoTM-GPI interferometer were fabricated by con-
ventional microlithography with chromium deposition on a
standard 4 in. silicon wafer with a thickness of 4 mm.

Figure 2(a) shows the higher spatial frequency topog-
raphy of a 1.25 mm × 0.94 mm sub-area of a total
80.54 mm × 80.58 mm pattern of the fabricated BPRA as
it was seen with the MicroMapTM-570 interferometric mi-
croscope equipped with a 10× objective. The resolution of
the microscope (∼2 μm) is adequate for examination of the
quality of the profile of the BPRA elements obtained with the
used microlithography process. Based on the consideration
of the effect of the BPRA fabrication imperfections on the
MTF correction given in Refs. 38 and 39, we conclude that
the observed irregularity of the profile of the array elements
is negligible, perturbing the inherent BPRA PSD distribution
at higher spatial frequencies by less than 1%. The BPRA’s
geometrical parameters were measured with an atomic force
microscope to be h0

∼= 100 nm and � ∼= 20 μm, exactly as
desired.

As it was expected with a low budget substrate used for
fabrication of the BPRA, the residual curvature and low fre-
quency variations of the wafer are significantly worse than
that which is required for an ideal substrate, � h0, according
to condition ii. above. Measurements with the ZygoTM-GPI
with 1× magnification [Fig. (2)] revealed that the fabricated
BPRA test surface has a curvature on the order of 1000 m,
which masks the appearance of the BPRA features, even at
a larger magnification of the interferometer. The measured
peak-to-valley variation of ∼5 μm is much larger than the
BPRA height h0

∼= 100 nm.
Note that a similar problem was encountered during the

calibration of the MicroMapTM-570 interferometric micro-
scope when using the smaller magnifications, e.g., 2.5 and
5× objectives.37, 38 In these cases, waviness of the substrate
tended to distort the measured PSDs from the PSDs expected
to result from the mathematical properties of the BPRA.
The solution to this problem was to etch the BPRAs into a
superpolished silicon substrate. Because the largest field of

Fig. 2 (a) Height distribution measurement over 1.25 mm × 0.94 mm sub-area of the developed BPRA test sample performed with the
MicromapTM-570 interferometric microscope equipped with a 10× objective. (b) Measurement of the BPRA sample height distribution over the
entire area with a ZygoTM-GPI with the 1× magnification. The BPRA surface structure is almost invisible due to the figure (low spatial frequency)
variation of the sample’s surface.
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view with the MicroMapTM-570 microscope is only 2.51 mm
× 1.88 mm, a suitable substrate is relatively inexpensive, and
the corresponding developments are currently in progress at
the Advanced Light Source Optical Metrology Laboratory.

In the case of the ZygoTM-GPI, two mutually supplemen-
tal alternatives to starting with a BPRA test sample on an
excessively expensive substrate have been employed. First,
the overall lower spatial frequency variations of the sub-
strate could be accurately fitted and subtracted using Zernike
polynomials or filtered out with the Zygo software’s data
filtering options. An ideal fitting/filtering procedure would
remove all low frequency irregularities without disturbing
the higher spatial frequency structure of the measured PSD
spectra. Second, the range of substrate figure variations
can be significantly decreased if the MTF calibration is
applied to the ZygoTM-GPI interferometer with the maxi-
mum magnification (nominally 6×). Such proof-of-principle
MTF measurements are the focus of the present work (see
Sec. 3.2).

3.2 MTF Measurements with ZygoTM-GPI
Interferometer

The BPRA test sample was mounted in the front of the
ZygoTM-GPI interferometer on a rotatable kinematic mount
and visually aligned to the grid of the interferometer’s CCD.
The small value of the fundamental period of the BPRA
(20 μm) allows for the measurement of the MTF of the
ZygoTM-GPI with maximum magnification, i.e., when the
nominal pixel size of the CCD detector is about 90 μm. How-
ever, even at the maximum magnification, the BPRA surface
figure measured over the whole field of view (640 × 480 pix-
els) still exhibits significant low frequency variations. Neither
detrending with the Zernike polynomials or astigmatic (cylin-
drical) surfaces, nor using a fast Fourier transform (FFT) filter
with a low frequency cutoff, available in the Zygo software,
fully removed these variations.

Nevertheless, Zygo MTF tests were still possible using
a reduced field of view of approximately 215 × 215 CCD
pixels (a 19.4 mm × 19.4 mm area) and measuring the central
portion of the test surface, which had the least amount of
curvature. The data were then filtered using a FFT filter,
available with the Zygo MetroPro Version 7.6.1 software,
with three different low frequency cutoffs of 0.025, 0.25,
and 0.5 mm− 1. Note that when filtering of this type is used,
the size of the data set is necessarily reduced because points
along the perimeter of the field of view are excluded by the
Zygo software.

Figure 3 depicts 2D height distribution measured with
the 6-in aperture ZygoTM-GPI under test over 19.4 mm

× 19.4 mm sub-area of the BPRA sample developed and
shown with higher resolution in Fig. 2(a) as measured with
the MicroMapTM-570 interferometric microscope. The dif-
ferent plots in Fig. 3 are presented to visualize the effects
of filtering the data compared with detrending with the best
fitted astigmatic (cylindrical) surface. Detrending removes a
significant amount of the substrate’s saddle like shape, but
filtering clearly provides a better means for removing other
low frequency variations.

Throughout the present work, the recorded surface height
distributions (as well as the SEM and TEM intensity distri-
butions) are transformed to 2D PSD distributions by using
the calculation procedure described in detail in Refs. 17–19,
and briefly outlined in Sec. 1. The corresponding 1D PSDs
are obtained by a direct integration (discrete summing) of
the 2D PSDs. No additional filter or windowing to the data
(except the filters with the Zygo software described above)
is used for the PSD calculation.

A comparison of the PSDs from the unprocessed data,
the detrended data, and the filtered data indicates positive
results, Fig. 4. Both the tangential and sagittal PSDs before
detrending or filtering demonstrate an inverse-power–like (a
negative slope on a log–log scale) character. Detrending the
data significantly reduces the PSD level at the lower spa-
tial frequencies, but there is still a significantly raised lower
frequency tail. As filtering is applied with increasing cutoff
frequency, however, the raised low frequency tail starts to
flatten out and the PSDs start to exhibit precisely the ex-
pected characteristics for a BPRA test surface. That is, the
PSD is largely flat across the lower frequency range before
it begins to roll off in the higher frequency range, which is
primarily an effect of the instrumental MTF. Note that the
low frequency filtering does not cause any noticeable pertur-
bations to the PSD at the higher frequency range (limited by
the roll-off at the Nyquist frequency), interesting from the
point of view of MTF measurement. Thus, FFT filtering is a
suitable method for removing inherent waviness of the sub-
strate and recovering the desired BPRA height distribution,
which can then be used for MTF calibration.

The major result from the ZygoTM-GPI MTF measure-
ments is that the instrument’s Nyquist frequencies, easily
identified by visual inspection of the 1D PSDs, in the tan-
gential and sagittal directions are significantly different. To
determine the source of this asymmetry, the BPRA test sur-
face was rotated 90◦ from its original orientation and re-
measured. Comparison of the measurements with and with-
out rotation has confirmed that the asymmetry is inherent
to the Zygo MetroPro Version 7.6.1 software that processes
the data from rows and columns of the CCD in different
ways. Note that a similar asymmetry of the tangential and

Fig. 3 Two-dimensional height distribution plots of the BPRA measured with a Zygo 6-in. Fizeau interferometer equipped with the nominal 6×
magnification over 19.4 mm × 19.4 mm sub-area of the BPRA sample developed. (1) No filtering or detrending applied; (2) detrended with the
best fit astigmatic (cylindrical) surface; (3), (4), and (5) data filtered using an FFT filter with low frequency cutoffs of 0.025, 0.25, and 0.5 mm− 1,
respectively.
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Fig. 4 One-dimensional PSDs obtained from BPRA test sample height distribution measured with a Zygo 6-in. Fizeau interferometer equipped
with the nominal 6× magnification. (1) No filtering or detrending applied; (2) detrended with the best fit astigmatic (cylindrical) surface; (3), (4)
and (5) data filtered using an FFT filter with low frequency cutoffs of 0.025, 0.25, and 0.5 mm− 1, respectively.

sagittal PSD spectra has also been observed with another
phase measuring Fizeau-type interferometer.59

The observed asymmetry is remarkably analogous to a
discovery regarding how the MicroMapTM-570 processes
data.17, 19 In the case of the MicroMapTM-570, a detailed in-
vestigation of the origin of the anisotropy problem has been
performed.17 The problem appears when a two field inter-
laced camera is used.60 One field consists of odd pixel lines,
another includes the even lines. Both fields are collected si-
multaneously but are read out alternately. Such a read-out
process leads to a systematic distortion between alternate
detector outputs, corresponding to two fields. This distor-
tion is reduced by averaging (summing) alternate outputs
with the instrumental software. The averaging eliminates the
distortion but also reduces the image resolution (Nyquist fre-
quency) in the sagittal direction, and, therefore, the spatial
frequency bandwidth of the instrument. Note that in the case
of the MicroMapTM-570, the latest (fifth) version of the mi-
croscope software accounts for the asymmetry by applying
an additional averaging over two neighboring columns.

4 BPR Multilayer Test Samples for Use
With Electron Microscopes

We consciously include in the present article the current
section that describes the MTF calibration method applica-
ble to electron microscopes. This method seems to be, on
first glance, significantly different from the method used to
measure MTF of a large aperture optical interferometer dis-
cussed above. Nevertheless, even in spite of the facts that
the instruments are principally different and the MTF test
samples do not look similar and are made using absolutely
different technology, the basic principle of the calibration
stays the same. That is, the use of the binary pseudorandom
test pattern with a deterministic white-noise–like inherent
PSD spectrum. Such similarity between the applications is a
demonstration of deep universality of the calibration method
that can be also extended to other metrology instrumenta-
tion of different operational principles, e.g., atomic force
microscopes.

An extension of the method to the micro- and nanoscale
measurements with SEM and TEM is presented in this sec-
tion. The test samples suitable for calibration of electron mi-
croscopes are made of the BPRM structures with a focused
ion beam technique. The BPRM samples of two materials
are seen as 1D BPR structures of different contrast when ob-
served with an electron microscope. The fundamental layer
thickness of 3 nm and the overall thickness of the multilayer

cross-section of about 6 μm determine the spatial frequency
range available for calibration with the samples.

As pointed out in Sec. 2, a test sample suitable for mea-
surements with electron microscopes can be made of the
BPR multilayer structure consisting of two materials with
significantly different contrast [Fig. 1(b)]. In this case, the
layers of the two materials are pseudorandomly distributed
according to a binary pseudo-random sequence, similar to
ones used for fabrication of BPR gratings and applied to 1D
MTF calibration of interferometric microscopes.34, 35

Below we provide the details of fabrication of such
BPRML test samples (Sec. 4.1) and the first results from
use of such samples to characterize metrology performance
of SEM (Sec. 4.2) and TEM (Sec. 4.3) instruments.

4.1 Fabrication of BPR Multilayer Test Samples
Here we describe the details of the development of BPRML
test samples suitable for measurements with scanning and
transmission electron microscopes. First, we create a mul-
tilayer structure consisting of two materials, WSi2 and Si
(marked with indexes 0 and 1, respectively) with signifi-
cantly different contrasts when observed with an electron
microscope. In order to serve as a test sample for MTF cal-
ibration of an SEM or TEM, the 1010 layers of the two
materials have thicknesses pseudorandomly distributed ac-
cording to a binary pseudorandom sequence of 2047 total
elements. The thickness of a particular layer of the material
with index 0 (1) is equal to the elementary thickness of the
multilayer, �t = 3 nm, multiplied by the number of adjacent
0’s (1’s) in the BPR sequence used for the multilayer genera-
tion. The thickest deposited layer in the stack is 33 nm, which
corresponds to 11 of the same (0’s or 1’s) adjacent elements.
The specified total thickness of the multilayer deposited is
6141 nm. The first layer of 33 nm of WSi2 is on the substrate,
while the top layer of 6 nm of Si is exposed to air. The overall
size of the sample multilayer deposited on 0.5-mm thick Si
(100) substrate is approximately 25 mm × 12.5 mm.

The BPR sequence of 2047 elements was generated using
parameters44 n = 11 and M = 83. Unfortunately, the recur-
sion coefficient M = 83 was used mistakenly (instead of
M = 43); it does not correspond to a recursion coefficient
which produces an ideal MLPRS. Although the fabricated
BPRML samples do not correspond to an ideal BPR distri-
bution, the samples were found to be still suitable for MTF
measurements with an SEM. As verified analytically, the
autocorrelation function of the sequence is very close to a
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one-element delta-function expected for the corresponding
BPR sequence (e.g., with M = 43); and the inherent PSD
spectrum is a white noise one, however, with a noticeable
level of noise. A new BPR multilayer with the ideal BPR dis-
tribution of layers and with even smaller elementary thick-
ness (1.5 nm) and larger total number of elementary layers
(4095) is in progress.

The BPR multilayer was fabricated with solid-source tar-
gets of B-doped Si and hot-pressed WSi2 using modified
3-in. direct-gas injection cathodes61 in a turbopumped ro-
tary deposition system. The target to sample distance was
78 mm, with a process gas pressure of Ar held at a con-
stant 2.3 MT by an upstream dual-MFC feedback control.
The average gas flow through each cathode was ∼9 SCCM.
Deposition was carried out at a constant power of 170 W for
both guns. The proper thickness for each individual layer is
produced by raster-scanning the substrate over figured aper-
tures by varying both the number of passes over this aperture
and the rotational velocity. Due to the inherent nature of the
magnetron deposition growth rate to decay over time, a com-
pensation factor is included during the growth, which adjusts
the velocity appropriately as is used for growth of other types
of thick multilayers.62, 63

Test sample preparation and the SEM and TEM measure-
ments with the samples were performed at Evans Analytical
Group, Inc.64 The BPRMLs were loaded in and processed
with a Dual Beam FIB (focused ion beam)/SEM instrument
(Helios NanoLab,TM FEI Company). The instrument inte-
grates imaging capabilities of a field emission SEM and the
capability for preparation of a precise thin sample cross-
section using a focused ion beam. In order to avoid rounding
of the top surface edge of the sample cross section in the
course of FIB etching, the area of the BPRML used for
the SEM measurements was preliminary coated with a thin,
about 1.5-μm thick, layer of Pt.

For the SEM measurements, the BPRML was cross-
sectioned by etching with the FIB/SEM technique —
Fig. 5(a). After careful FIB flattening of the side wall of
the dimple shown in Fig. 5(a), the dissected BPR multilayer
cross-section was measured with a SEM — Sec. 4.2.

The process for fabrication of a test sample suitable for
measurements with a TEM consisted in FIB etching out of
a thin sample from the BPRML – Figs. 4(a) and 5(b). The
TEM sample preparation was performed with the multilayer
piece shown in Fig. 5(b) when it was completely detached
from the multilayer. In this step, in order to hold the piece,
a sharp transporting needle was Pt ion-beam welded to the
free, right-hand side of the piece. After that, the piece was

cut out from the rest of the BPRML and attached to a pin
of a standard TEM sample holder, Fig. 5(c). Finally, in or-
der to decrease the test sample piece thickness to ∼60 to
100 nm and make the thickness uniform, both sides of the ML
piece at its free end were processed with “super-polishing”
at extremely low FIB current.

Figure 5(c) shows an SEM image of the BPRML TEM
sample prepared using the FIB/SEM process described
above. Because SEM imaging is associated with a noticeable
ablation of the sample material, the last SEM measurement
was carried out just before the last cycle of the FIB “super-
polishing.” After the FIB/SEM preparation of the BPRML
TEM sample was completed, the FIB/SEM vacuum chamber
was vented and the holder with the sample was moved to a
clean glass dish. In this way the sample was brought to a
TEM lab.

4.2 SEM Measurements of the BPRML
Cross-Section

SEM measurements of the multilayer cross section [Fig. 5(a)]
prepared with the FIB technique were performed with an
electron beam tilted by 52◦ with respect to the surface nor-
mal. This led to a distortion of the vertical scale of the
SEM photomicrograph of the cross sections of the sam-
ples. The distortion should be accounted for when estimating
the thickness of the layers and calculating the PSD spectra.
Figure 6(a) shows an SEM image of a cross-section of the
BPRML sample obtained with 35,000× magnification. The
vertical bar in the image is placed in order to provide a
corrected vertical scale that accounts for the 52o tilt of the
electron beam.

Magnification of 35,000× is suitable for acquiring an im-
age of the entire ML cross-section; however, it is too low
to resolve the thinnest layers of the BPRML structure. SEM
images of the BPRML samples measured with a significantly
increased magnification (200,000×) are shown in Fig. 6(b).
It still seems that magnification of 200,000× is not enough
to resolve the thinnest layers of the BPRML structure. Im-
ages with significantly higher resolution were obtained using
FIB/TEM technology (Sec. 4.3).

As an example of the valuable information that can
be obtained with the developed BPRML test samples, in
Fig. 6(c) we show how the measurements of the BPRML
lead to understanding of the limitations of FIB/SEM anal-
ysis. Figure 6(c) presents 1D PSDs calculated for the
“top third,” (dashed line), “middle third” (dashed-dotted
line), and “bottom third” (solid line) of the BPRML image

Fig. 5 (a) Photomicrograph of the BPRML with a dimple etched with the FIB. In the course of FIB etching, deposition of the etched material
leads to overgrowth of the sides of the dimple. The sample was used for SEM measurements discussed in Sec. 4.2. (b) Photomicrograph of the
BPRML with sample multilayer section detached from the Si substrate by FIB etching and undercutting across the Si substrate cross-section. The
sample was used for TEM measurements discussed in Sec. 4.3. (c) Photomicrograph of the multilayer test sample piece under super-polishing
to approximate 80-nm thickness suitable for TEM imagining.
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Fig. 6 (a) SEM image of a cross section of the BPRML [see Fig. 5(a)] obtained with 35,000× magnification. (b) SEM image of a cross section
of the BPRML obtained with 200,000× magnification. (c) Power spectral densities calculated for the top third (blue dashed line), middle third
(red dashed–dotted line), and bottom third (black solid line) of the image shown in (a). The defocusing effect is clearly seen as a lower spatial
frequency shift of the PSD spectra for the bottom third part of the image. (Color online only.)

obtained with 35,000× magnification [Fig. 6(a)]. The ob-
served differences of the spectra suggest that the SEM im-
ages performed at a tilt angle of 52◦ suffer from a limited
focal depth of the instrument. As a result, for a vertically
lengthy sample, such as our BPRML cross-section, the im-
age resolution varies significantly in the vertical direction.

In order to obtain PSD distributions from the SEM mea-
surements [Fig. 6(c)], the images in tiff-format [as ones
shown in Figs. 6(a) and 6(b)] were analyzed by converting
the image brightness profiles to 1D PSD distributions. We
used the following PSD processing. First, in order to avoid a
contribution to the PSD spectrum from a gate-like function
associated with the averaged image brightness, an original
2D brightness distribution was detrended by subtracting the
best fitted plane surface. As a result, the averaged brightness
of the detrended image is equal to zero (a negative brightness
value is now allowed). Second, after detrending, 1D PSD dis-
tributions were calculated for each column and averaged to
decrease random spectral variation in the way described, e.g.,
in Refs. 17–19. The PSD spectra at this stage have a char-
acteristic high frequency roll-off that is due to the limited
resolution of the SEM. The spectra flatten at significantly
high frequencies where a contribution of the instrumental
random noise exceeds the PSD magnitude inherent to the
image of the structure. Finally, the random noise spectrum
is removed by subtracting a minimum PSD value of the flat
tail. In this way, we avoid obtaining a negative PSD value
that is unphysical.

4.3 TEM Measurements with the BPRML Sample
Prepared with SEM/FIB Technique

The structure of the BPRML TEM sample was investigated
with a TecnaiTM TEM instrument (FEI, Co.). The instru-
ment is capable of high-resolution transmission electron and

scanning transmission electron microscopy. With electron
energies of about 300 keV and with ultrathin samples, the
TEM image resolution is on the order of 1 to 2 Å. Com-
pared to SEM, the TEM has better spatial resolution, and is
capable of additional analytical measurements, but requires
significantly more sample preparation, as described above.

Figure 7 shows the TEM images of the BPRML sam-
ple piece [Fig. 5(c)] obtained with different magnifications.
The resolution of the image, obtained at a rather low elec-
tron energy of 2.3 keV [Fig. 7(a)], is noticeably higher than
that of the image obtained with the SEM and shown in Fig.
6(a). There is a noticeable contrast variation from top to bot-
tom of the image that is due to the variation of the sample
thickness. The contrast variation of a TEM image can be
significantly improved by detrending the image with a 2D
low order polynomial distribution. The specified relative ac-
curacy of distance measurements with the SEM and TEM is
2% to 3%. This can explain the difference of the thickness
values obtained with the instruments [compare the scale lines
in Figs. 6(a) and 7(a)]. Note that in the TEM images we do
not see any noticeable imperfection of the multilayer struc-
ture. This is in contrast to a few of the measurements with
the SEM in which we saw waviness in the layers.

The measurement in Fig. 7(b) was performed at an elec-
tron energy of 17.5 keV. The corresponding resolution is
high enough to provide high contrast separation, even for
the thinnest layers with 3-nm thickness. High resolution (at
255 keV electron energy) TEM measurements of the BPRML
test sample are shown in Figs. 7(c) and 7(d). The TEM res-
olution is about 2 Å, allowing for the observation of the
interlayers of the ML coating. Moreover, in Fig. 7(c) an
amorphous layer of Pt deposition is visible on the top of
the sample, and a layer of oxidized Si is clearly seen on the
top of the Si substrate [bottom of Fig. 7(d)]. Note the very
high contrast between the WSi2 and Si layers. The observed

Fig. 7 (a) TEM images of a cross section of the BPRML sample piece obtained: at an electron energy of (a) 2.3 keV, (b) 17.5 keV, and (c) and
(d) 255 keV. The contrast variation from top to bottom of the low magnification image (a) is due to the variation of the sample thickness. The
images in (b) and (c) were taken over areas at the top of the BPRML test sample. The image in (d) approximately corresponds to the bottom
part of the sample.
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Fig. 8 (a) 1D PSD of the BPRML sample obtained from the average of the PSDs obtained from 6 individual image files as measured with an
electron energy of 17.5 keV [Fig. 7(b)]. (b) Histogram of intensity values obtained from a single TEM image measured with 17.5 keV electron
energy.

high stability of the measurements allows for effective and
reliable stitching of multiple images taken along the sample
cross-section. Processing of TEM measurements with stitch-
ing will be reported elsewhere. The major conclusion from
the presented data is that the TEM measurements testify to
the high quality of fabrication of the BPR multilayer with a
structure exactly corresponding to the binary sequence that
was used.

Similar to the PSD treatment of the SEM images applied
in Sec. 4.2, the images in tiff-format obtained with TEM
(Fig. 7) were analyzed by converting the image brightness
profiles to 1D PSD distributions. Figure 8(a) shows the re-
sulting 1D PSD distribution along the vertical direction of
the BPRML sample [Fig. 5(c)] obtained by averaging of six
PSDs of the image files measured with 17.5 keV electron
energy, as shown in Fig. 7(b).

In the PSD distribution in Fig. 8(a), there is a noticeable
spike occurring at about 350 μm− 1. This is most likely due
to diffraction related to the nominal 3-nm fundamental layer
thickness. In fact, after calibrating the length scale of the
images, it was found that the fundamental layer thickness is
about 2.8 nm, which would exactly correspond to a diffrac-
tion peak at 350 μm− 1. A similar diffraction peak has been
observed in scatterometer measurements with a BPR array,
when the wavelength of the scattered light was smaller than
a fundamental size of the array.37

The PSD measurements with the TEM suggest a number
of questions related to a metrological interpretation of the
data. One such question is about the high frequency behavior
of the PSD spectra in Fig. 8(a). Indeed, because the magni-
fied pixel size is about 1 nm, and the BPRML fundamental
thickness is about 3 nm, the TEM measurements are over-
sampled. In this case, one would expect the high frequency
behavior of the PSDs to resemble a Sinc squared function.
This is not the case for the spectra shown in Fig. 8(a).

Another question is about the frequency distribution
of different intensities in the TEM images recorded with
8-bit resolution. Figure 8(b) shows a histogram of intensity
values obtained from a TEM image spread over 28 intensity
intervals. For the BPR sequence used here, the distribution of
the BPRM contrasts (transmissions) should have two equal
intensity frequency peaks corresponding to the low and high
transmission materials. However, the histogram in Fig. 8(b)
demonstrates a significant asymmetry in the appearance of
the low and high intensities.

Figure 8(b) illustrates one more problem with TEM data
presentation via tiff-files. The surprising (at first glance)
spikes in the intensity histogram are probably related to

the well known effect of double compression in the TIFF
(MPEG) format.65, 66

Therefore, in order to use TEM data for a reliable metro-
logical characterization of a sample under test, one should
first address the listed problems. An investigation of these
problems and the appropriate way to handle them are cur-
rently in progress.

5 Conclusion
We have described a MTF characterization method that is
applicable to large aperture optical Fizeau interferometers as
well as to scanning and transmission electron microscopes.
The used approaches seem to be, at first glance, significantly
different. Nevertheless, even in spite of the fact that the in-
struments are principally different and the MTF test samples
developed do not look similar and are made using absolutely
different technologies, the basic principle of the MTF cali-
bration method stays the same. That is, the use of the binary
pseudorandom test pattern with a deterministic white-noise–
like inherent PSD spectrum. Such a correlation between two
very distinct applications has demonstrated the deep univer-
sality of the calibration method.

Suitable BPR test samples have been fabricated and
used for MTF calibration and characterization of a ZygoTM-
GPI 6-in. Fizeau interferometer, a NanoLabTM Dual Beam
FIB/SEM instrument, and a TecnaiTM transmission electron
microscope.

In the case of the optical interferometer, a 2D BPRA test
sample of 4027 × 4029 elements with fundamental element
size of 20 μm and height of 100 nm fabricated by a conven-
tional microlithography technique was used.

The described MTF measurements with the ZygoTM-GPI
have revealed an asymmetry in the measurement along the
tangential and sagittal directions. The next step is to fabri-
cate a BPRA test standard on a substrate with high surface
flatness. A corresponding analytic model suitable for param-
eterization of the MTF of an interferometer based on mea-
surements with the BPRA standard should also be developed.

The test samples suitable for calibration of the electron
microscopes were made of the BPR multilayer structures
with a focused ion beam technique. The BPRM samples of
two materials are seen as 1D BPR structures of different
contrast when observed with an electron microscope. The
fundamental layer thickness of 3 nm and the overall thickness
of the multilayer cross-section of about 6 μm determine
the spatial frequency range available for calibration with the
samples.
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The preceding SEM measurements with the developed
BPRL structure have shown that the SEM images performed
at a tilt angle of 52 deg suffer from a limited focus depth of
the instrument.

The TEM measurements of the FIB/SEM developed
BPRML test samples have confirmed the high quality of
the BPR multilayer deposited at NSLS-II. The sharp image
contrast between the WSi2 and Si layers has been demon-
strated by super-high resolution measurements with a scan-
ning TEM. We have demonstrated that it is possible to get
significant information about metrological reliability of the
TEM measurements even for the case when the fundamental
frequency of the BPRML sample is smaller by a factor of
1.5 than the Nyquist frequency of the measurements. The
measurements bring out a number of problems related to the
interpretation of the TEM data.

We plan to develop a BPRML sample consisting of about
4000 layers with an elementary thickness of 1.5 nm. Such
a sample would be more suitable for MTF characterization
of electron microscopes with higher resolution. We are also
working on building an analytical approximation of the mea-
sured PSD distributions as they relate to the theoretical PSD
inherent to the samples, which would allow us to numerically
evaluate the SEM resolution and account for the effect of the
defocusing.

In conclusion, the MTF calibration method using BPR
test surfaces has significant and universal applicability. It has
already been adapted to a number of profiling instruments
including interferometric microscopes, scatterometers,
interferometers,34–39 and, now, large aperture interferome-
ters and scanning and transmission electron microscopes.
The existing nanofabrication methods and sample prepara-
tion methods, such as FIB sample preparation, are capable
of fabricating BPRML test samples suitable for character-
ization of scanning probe (atomic force) microscopes. The
corresponding developments and experiments are in progress
at the Advanced Light Source Optical Metrology Laboratory
in collaboration with the LBNL Center for X-Ray Optics and
the NSLS-II/ BNL optics group.
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