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Abstract. Anomaly detection is one of the most researched topics in computer vision and
machine learning. Manual detection of an oddity in a video costs significant time and money,
so there is a need for an autonomous detection system that can analyze the process and detect the
anomaly in the majority of captured video datasets. Through an in-depth study on the recently
published works on anomaly detection, a review is prepared to highlight the various tasks per-
formed in abnormal behavior detection. Descriptions along with the pros and cons of various
machine-learning and non-machine-learning techniques are discussed in depth. Similarly, more
concentration is given to the generation adversarial network (GAN), and a comprehensive
description of its design for achieving a better abnormality detection rate is provided.
Moreover, a comparison of various state-of-the-art approaches on the basis of their methodol-
ogies, advantages, and disadvantages is given. We further quantitatively analyze some of the
recent robust approaches at the frame level on the UCSD Ped1 dataset, with the GAN-based
model achieving an astonishing performance. We provide various suggestions on how to further
increase the performance of GAN for abnormal behavior detection in surveillance videos.© 2023
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Keywords: anomaly detection; multivariate Gaussian fully convolution adversarial autoencoder;
generative adversarial network.

Paper 221328SS received Nov. 17, 2022; accepted for publication Feb. 2, 2023; published online
Mar. 7, 2023.

1 Introduction

Due to the heavy demands of security, the installation of surveillance cameras in both public and
private places, such as shopping malls, airports, streets, railway stations, etc., has increased tre-
mendously in recent decades. The main aim of these cameras is to capture and thus prevent
ongoing abnormal behavior, i.e., assaults, road accidents, robberies, pedestrian fighting, traffic
congestion, etc. Employing manual labor to monitor surveillance cameras has several limita-
tions. (1) A physical presence in front of monitoring camera is time consuming and a monoto-
nous task. (2) Monitoring 24/7 means staff must be present 24 h/day, because the occurrences of
abnormal activities are unexpected. (3) The manual analysis and processing of large numbers of
videos recorded from the cameras is also time consuming. Consequently, to solve the aforemen-
tioned problems, there is a need for a fully automated system that can learn, recognize, and alert
the user to any suspicious actions in the recorded video. A system that automatically analyzes,
processes, and detects abnormal events in videos captured from a surveillance camera is called an
abnormal behavior detection system. Anomaly detection is one of the most popular, challenging,
and widely researched topics in the areas of computer vision and machine learning. It is the
process of recognizing any rare events, activities, or items of concern from the majority of the
data processed because of their varying features. Changes in data pattern or unobserved activities
are also considered to be anomalies.1
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There are three main forms of anomaly detection techniques: unsupervised,2–4 supervised5,6

and semi-supervised or weakly supervised.7,8 In this paper, an effort has been made to elabo-
rate on some of the recently used approaches for the detection of abnormal behavior in videos.
Despite the various techniques, some challenges still arise due to various factors. First, the
actual definition of an anomaly in the real world does not exist; the definition of anomalous
behavior varies according to the application area. Second, due to the lack of a publicly avail-
able dataset, it is not possible to capture all anomalies in the videos. Most of the anomalous
behavior detection systems are designed based on the training sample through which the sys-
tem is made to learn the pattern of normal behavior, and later they detect the anomaly in the test
sample using the learned pattern. Presently, very few benchmark datasets are available for
anomaly detection; these include CUHK Avenue,9 ShanghaiTech,10 and UCSD.11 Some of
the popular algorithms that can be employed for anomaly detection are shown in Fig. 1.
The concept for the figure was taken from the work of Omarov et al.12 Nawaratne et al.13 used
the above dataset and designed a robust system using incremental spatio/temporal learner
(ISTL) to detect the abnormal behaviors in real time. It is an unsupervised learning approach
that uses active learning with fuzzy aggregation to regularly update and recognize new anoma-
lies. Using both spatial and temporal features for anomaly detection is a good idea as it helps to
boost the anomaly detection rate.

Recently, Wang et al.3 presented the double-flow convolution, long short-term memory varia-
tional autoencoder (DF-ConvLSTM-VAE) model to improve the performance of the network in
detecting the abnormal activities. Abnormal activities arise within the appearance and motion,
so using a separate network to learn the patterns of appearance and motion is more effective.
The model of Fan et al.14 was slightly modified by inserting the ConvLSTM layer below the
convolution layer in the encoder part of the VAE. Convolution and ConvLSTM layers were used
to extract appearance and motion-based features, respectively. Instead of separate network, a
single network was used to learn the patterns from these features, and the structure of the decoder
was similar to that of the work in Fan et al.14 During the test phase, the reconstruction error
probability was used to detect the abnormality. Using a single network to capture the appear-
ance/motion features reduces the computational complexity, and the model can train faster.
In addition, in an unsupervised approach,3,14 manually labeling the data is no longer required.
In contrast to previous unsupervised approaches, Gong et al.15 detected the abnormal behavior in
a supervised manner using a local distinguishability aggrandizing network (LDA-Net) that con-
tains two modules. The human detection module contains the you-only-look-once (YOLO) algo-
rithm to capture the segmented patches of a specific human and forward them to the anomaly
detection module to learn the motion features of each person. In the anomaly detection module,
a primary binary classification sub-branch and an auxiliary distinguishability aggrandizing sub-
branch are used to jointly detect and recognize the anomalies. A novel inhibition loss function is
applied in the auxiliary sub-branch to lower the false classification rate in imbalanced datasets.
This type of technique boosts the anomaly detection rate because only the objects detected by
YOLO are processed, while the undetected objects are discarded. Consequently, the computation
complexity and false detection rates are drastically reduced, and real-time performance is
achieved.

Similarly, Cho et al.2 used an implicit two-path AE (ITAE) that contains the two encoders to
extract implicitly appearance and motion features and a single decoder to merge these features to

Fig. 1 Distribution of anomaly detection techniques.
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learn the pattern of normal video samples. Zhang et al.7 used the weakly supervised framework
based on a transformer for video anomaly detection. A vision transformer is a new concept for
image analysis that has shown the remarkable performance in anomaly detection. Considering
the position of the camera and the large amount of background information, the authors in
Ref. 16 proposed a method based on the spatial-temporal cuboid of interest with varying sizes
of cell structures. The features of different scale objects were extracted using the optical flow and
varying sizes of cell grids. Bigger cells were near the camera (the bottom area in the image), and
vice versa; consequently, the amount of background data and computational cost were reduced.
A parallel 3D convolution neural network (CNN) was used to learn the spatio/temporal features
of the cuboid. The model performance was good in detecting both global and local anomalies.
The objects far from and near the camera are the same but differ in size; moreover, the object near
the camera appears to move faster than the far objects. Therefore, varying the cell size structure is
a good idea to capture the objects efficiently. Yang et al.17 detected abnormal events using a
bidirectional retrospective generation adversarial network (BR-GAN) that supports training
in an end-to-end manner. It encompasses a generator, a frame discriminator, and a sequence
discriminator. The sequence discriminator is designed using the 3D CNN to capture the
long-term motion information between frame sequences. GANs are the powerful model that
can be trained in an unsupervised way, and they can generate the very sharp images through
adversarial training.

1.1 Anomalies Detection Techniques

The techniques used for the anomaly detection can be categorized as shown in Fig. 2.

1.1.1 Statistical-based technique

Statistical-based techniques implement the calculation of the statistical components, such as
mean and standard deviation, data distribution, and finding the probabilities, to generate the
behavior profile. Both parametric and nonparametric techniques are implemented for designing
the statistical-based model.

Parametric techniques. In parametric techniques, a fixed number of parameters is used to
design the probability model. Here, we have to make certain assumption regarding the distri-
bution of data with which we are working. Parameters that can be used for the normal

Anomaly detection

Statistical based Data mining based Machine learning based

Parametric Non-parametric Classification Nearest neighbor Clustering

Neural networks Bayesian networks SVM Rule-based

Fig. 2 Overview of anomaly detection techniques.
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distribution are the mean and standard deviation. Examples of this type of technique are logistic
regression, naïve Bayes model, and so forth. Based on the distribution type, this technique can be
subdivided into Gaussian- and regression-based models. In Gaussian-based models, the param-
eter is calculated through maximum likelihood estimation,18 and its distribution belongs to a
Gaussian distribution. The testing methods, such as paired/unpaired t-test, Pearson correlation,
etc., can be implemented to check whether the data instance is anomalous or not.

Nonparametric Technique. In nonparametric techniques, there is no need for a fixed
number of parameters or an assumption in the distribution of the data. Hence, it is also known
as a distribution-free technique. This type of technique is used widely due to its low complexity
and distribution-free skill. Tests that can be used in this method are the Kruskal-Wallis test and
Mann-Whitney U test. Examples of this technique are the K-nearest neighbor (KNN) and the
decision tree model. To calculate the probability distribution, the concept of a histogram can be
used. When this concept is implemented, it calculates the normal data and generates the histo-
gram bin. If any plotted data instance falls within this bin, then it is an anomaly,19 and an anoma-
lous score is generated.20

1.1.2 Data mining-based technique

The process of discovering the meaningful patterns and rules from a large dataset is known as
data mining. It is used to design machine learning-based models and artificial intelligence appli-
cations such as a search engine. It also has application in the areas of anomaly detection, senti-
ment analysis, spam filtering, qualitative data mining, etc. Application of data mining in anomaly
detection includes the detection of oddity or uncommon events and includes the steps of learn-
ing, clustering, classification, and regression. In the past, many researchers have used this tech-
nique for oddity detection.21

1.1.3 Machine learning-based technique

Machine learning is a subset of artificial intelligence that predicts some defined output when the
input is provided to it. It has wide application in the areas of anomaly detection, handwriting
recognition, networks, natural language processing, robot locomotion, search engines, and so
forth. It has the ability to detect the anomalies and can be partitioned into three groups: clas-
sification, nearest-neighbor, and clustering. Some recent works in the area of machine learning
can be reviewed in Refs. 12 and 22–29.

Classification. Data points are divided into separate classes based on their properties.

1. Neural networks

A neural network is a collection of multiple processes linked with each other and working
with the data asynchronously. It is also a collection of algorithms that mimic all of the operations
occurring in the human brain that helps to determine the association between the tremendous
amount of data. Based on the labels in the dataset, it can be implemented for unsupervised or
supervised learning. Fanta et al.30 designed the end-to-end neural network named single-
tunneled GRU (SiTGRU); its performance in anomaly detection was significantly better than
standard recurrent neural networks. To achieve a better performance, the author removed the
reset gate from the standard GRUs and designed a single gate GRUs architecture. The experi-
ment on a benchmark dataset showed a better performance of their architecture compared with
methods designed on standard GRU and standard LSTM architectures.

2. Bayesian networks

The collection of probability and graph theory that contains a directed acyclic graph is called
a Bayesian network. It is a graphical model that can also handle high dimensional data and uses
the relation of probabilistic theory to relate the variables of interest. It is widely applicable for
intrusion detection,31 spam filters, pattern recognition, etc.
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3. Support vector machine (SVM)

SVM is a supervised technique of machine learning that is highly applicable for classifica-
tion, with each data item being plotted in an n-dimensional plane. Provided with the labeled data,
the SVM assigns new upcoming data to one of two categories. If no label data is available, then
supervised learning is not possible, and we have to choose another classifier, i.e., unsupervised
learning. Wang et al.32 detected the abnormality using two stages. The first stage is the normality
estimation stage in which the autoencoder (AE) was trained iteratively to recognize the normal
events globally from the complete unlabeled samples by a self-adaptive reconstruction loss
thresholding mechanism. The second stage is normality modeling in which the normal activities
detected in first stage are passed to the one-class SVM to further check for the presence of
abnormality.

4. Rule-based classification

A rule-based classifier is a supervised learning technique used for the classification of the
data instances. It utilizes IF-THEN rules for the purpose of classification. Rules for the detection
of normal behavior are learned if any data instance fails to fall within the rule; such data instances
are considered to be anomalies. The development of a better security system for a network con-
tinues due to the limitation of the present intrusion detection system. One of the major problems
is the dimensionality of the data. Hence, for a better performance of intrusion detection system
(IDS), the author in Ref. 24 proposed a system based on a rule-based technique that merges fuzzy
logic and weighted fuzzy C-means clustering (WFCM). First, the size of the input dataset is
reduced by the algorithm WFCM, and then the fuzzy logic algorithm is provided the reduced
dataset as input. Finally, data instances are checked to determine if they are normal or abnormal
using the rule.

Nearest-neighbor. One of the most popular and high-performance classifiers in supervised
learning is the nearest neighbor. It has both the normal and abnormal training classes. The clas-
sification of the newly arrived data instance is done by the manipulation of the distance between
the data instance and its nearest neighbor. The calculated distance is the anomaly score of that
data instance. The KNN classifier uses this concept using the K number of nearest points.
Gharaei et al.33 detected the outlier using this technique in two-dimensional synthetic and
multi-dimensional real datasets.

Clustering. Clustering is an unsupervised machine learning technique that groups similar
data instances, resulting in the data instances in one group being similar to each other and
different from the other data instances in the other group. The advantage of clustering methods
is that it has less computation overhead and hence is considerably faster than other methods
such as distance-based methods. The serious disadvantage of this method is that the accuracy
of this method might be low when the number of provided data instances is too low. Due to the
ongoing high demand for anomaly detection systems in cloud computing, the author in Ref. 34
fused K-means clustering with the SVM algorithm. The UNSW-NB15 dataset was used for the
experiment with nine different types of attacks used for detection. The K-means algorithm was
used for clustering the network flows, and consequently 64 clusters were formed and later are
separated into normal/abnormal categories using the SVM classifier with an accuracy
of 88.6%.

Due to increasing crime, such as fighting, looting, vandalism, robbery, etc., the demand for
abnormal behavior detection systems has increased tremendously. Consequently, in this paper,
we provide a comprehensive survey of abnormality detection and the algorithms that can aid in
detecting the abnormality. In the past decade, numerous books, review articles, and surveys rang-
ing from brief to comprehensive have been published in anomaly detection,12,35–45 but our survey
is relevant and different from others in many aspects. For instance, Nandhini Abirami et al.46

only targeted the deep CNN and deep GAN in their survey. Similarly, Omarov et al.12 discussed
only anomaly detection techniques, and no approaches were examined in depth. In Ref. 40, only
a description is provided regarding datasets that can assist in anomaly detection. The authors
in Ref. 45 provided a brief systematic survey of motion and anomaly detection in video
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surveillance. However, our survey is detailed and systematically ordered. The summary of the
contributions of this paper follows.

1. Most existing works discuss only the machine learning-based techniques for abnormal
behavior detection, but in this paper, we cover all of the machine-learning and non-
machine-learning techniques.

2. After conducting a vast survey of the research articles published until 2022, we provide
some of the recent gaps that exist in anomaly detection in surveillance videos.

3. We provide the description, pros, and cons of various popular approaches that have been
employed recently for abnormality detection.

4. We proved a complete robust overview of GAN for anomaly detection and localization.
5. We offer an in-depth comparative study along with cons and pros for abnormal detection

approaches.
6. We provide a quantitative comparison between the various recent popular approaches at

the frame level in UCSD dataset.

2 Related Works

One of the most researched topics in computer science is anomaly detection. In the past decade,
numerous books, review articles, and surveys ranging from brief to comprehensive have been
published in anomaly detection.42–44 However, some research gaps exist in the field of anomaly
detection. Some of them are listed below:

1. Most of the methods are applicable only to areas where the density of pedestrians is sparse.
2. No suitable methods are available to detect an anomaly in multicamera setups in real time

in crowd scenes.
3. Anomaly detection is basically contextual dependent. As the context changes, the nature

of the object differs. Hence, there should be a system that learns the different kinds of
objects in different scenarios and then makes a decision about an object’s abnormality.

4. The detection and localization of anomalies generally depend upon the scene and type
of anomalies. The environment can affect the performance of abnormality detection.
Therefore, a robust system must be designed to adapt to the changing environment that
includes fog, rain, night, etc.

5. A large number of different abnormal activities can be generated such that the robust sys-
tem can be designed to learn the abnormalities in real time. This can be done by making a
network of surveillance cameras throughout an entire city. The activities captured by sev-
eral cameras located at several places can be examined and shared with the other locations.

In Ref. 35, a review was carried out in anomaly detection in a surveillance video. The author
elaborates the aspects of the surveillance target, the definition of anomaly and assumption of
anomalous behavior, the types of sensors used, the process of extracting the feature, and finally
the learning method used for classifying the behavior. A survey of a related topic was covered in
Ref. 36. A short survey was carried out in Ref. 37 in which the majority of research papers
published within 5 years for the detection of the anomaly was studied. It also provided the snap-
shot of various architectures and the datasets used by the researcher in the network for identify-
ing whether an anomaly was present or not. In Ref. 38, a survey was done regarding the various
steps taken in a surveillance video, and the outcome and the obstacle arising were examined for
understanding the behavior and detection of the anomaly while merging standoff biometrics,
tracking of the object, analysis of the motion and the behavior. It also provided a wide overview
of the topics of motion and object detection, object classification, object tracking, extraction of
motion information, and behavior analysis. Recently, a survey was carried out for the detection
of motion in the sequences of an image.39 It prioritized the various algorithms available for
motion detection. The technique used by Zhou et al.47 for motion detection was also elaborated
in full detail. Similarly, an explanation of another technique used by Wu et al.48 for detecting
motion, along with its advantages, was also given. Furthermore, the comparison of this novel
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technique with earlier related works was also done to prove its effectiveness. Finally, a snapshot
of extensively used datasets, such as the Weizmann dataset, KTH dataset, CAVIAR dataset,
UCF Sports Action dataset, and UCF YouTube Action dataset along with their frames was also
provided. The survey in Ref. 40 provided a brief description of the various currently used data-
sets applied for anomaly detection, and the survey in Ref. 41 differentiates several crowd datasets
used for the calculation of the crowd density. Nowadays, home-based health care facilities have
received tremendous research. Therefore, a comprehensive survey study was carried out by the
author in Ref. 49; it explored the dense sensing network for anomalous behavior detection and
mainly focused on elderly care. The advantages and disadvantages of existing anomalous behav-
ior detection systems based on dense sensing networks were also highlighted. An explanation
and comparison of the several anomaly detection systems, such as dense sensing-based, wear-
able-based, and vision-based, were also conducted. A brief description of the anomaly types was
also included in the survey. The application of sensor fusion in a dense sensing network was also
discussed, and the challenges arising in anomaly detection systems based on dense sensing net-
works were also stated clearly. The author also noted that the uses of the models based on sensor
fusion are more vigorous than the tradition methods, and moreover their application also
increased the ability of the dense sensing networks.

The main phases of video surveillance are detection of the object, object tracking, and rec-
ognition of the object. Various challenges arise while employing these phases. Some of the chal-
lenges and their solutions, such as the detection of objects that encompass complex structures,
the detection of abnormal events, occluded objects, deformed objects, and changes in the level of
intensity, are discussed thoroughly in Ref. 50. Due to the extensive research in anomaly detec-
tion, the author in Ref. 45 provided a brief systematic survey of motion and anomaly detection in
video surveillance and discussed related works in a similar area. In addition, a simple and well-
explained methodology for behavior analysis was also discussed. For security reasons, the use of
anomaly detection systems by transit agencies has increased sharply. Consequently, an extensive
survey of the recognition of human behavior in surveillance video was performed in Ref. 51.
This survey aimed to explain the various state-of-the-art techniques that can be used to detect
anomalies in transit surveillance. The anomaly method used can be for single people, inter-
actions among several people, people and vehicle interactions, and people-facility/location inter-
actions. In Ref. 52, the author performed a comprehensive survey of the recent work performed
in visual analytics of anomalous behavior detection of the user and classified their behavior as
social interaction (sharing of ideas and views between people), travel (locomotion of people from
one place to another), network communication (sharing of data between machines using a net-
work), and financial transaction (flow of money for the purpose of buying and selling).
For every classification, similar methods for interactive analysis, visualization techniques (for
egocentric and collective behaviors), and types of data are determined.

The most important thing when designing an anomaly detection system is to select the
suitable optimization techniques and algorithms to enhance the performance and accuracy of the
system. Some prefer using decision trees to model the appearance motion features. The approaches
using decision trees53 have the benefits of normalization and scaling of data not being required, no
considerable impact of missing values, better visualization, and absence of irrelevant features, so
these issues will not affect the decision trees. However, such approaches are prone to overfitting
and require longer time to train the decision trees. Similarly, approaches that prefer KNN33 have
better performances for anomaly detection, but they are extremely slow for bigger datasets,
perform poorly for a large number of features, and are sensitive to outliers.

Shreedarshan and Selvi54 first generated a model for the detection of the optical flow in an
image. Optical flows along with streak lines were implemented for the representation of motion.
Later these motions were analyzed using particle swarm optimization (PSO). An experiment was
done for anomaly detection in a crowd using the publicly available dataset of the University of
Minnesota. For the detection and localization of abnormal activities in a crowd, Raghavendra
et al.55 used the concept of the social force model. PSO was used to optimize the interaction
forces among the particles in the frame. Later, random sample consensus and a segmentation
algorithm were implemented for detecting and localizing the global anomaly in each frame of
the crowded scene. The main advantages of PSO are that it is easy to use and robust over param-
eter control compared with other mathematical algorithms and heuristic optimization techniques.
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The main disadvantages are that, in this algorithm, it is easy to fall into local optimum in high-
dimensional space, and it has a low convergence rate in the iterative process.

To solve the problem of online video anomaly detection, Leyva et al.18 used binary features
from the video. Subsequently, their model required very little processing time and worked in real
time more effectively than models that use double precision features. First, they computed the
foreground and temporal gradients from the input frame. Second, a fast accelerated segmentation
test detector was used to detect the spatio temporal interest points from the temporal gradients.
Afterward, binary wavelets differences was used to encode the corresponding support regions.
Finally, Gaussian mixture modelling (GMM) was used to model the distance and detect the
anomalies. Similarly, Fan et al.14 designed end-to-end network called Gaussian mixture fully
convolutional variational autoencoder (GMFC-VAE) for abnormality detection. Image patches
of the RGB frame and dense flows are passed to separate network to learn the spatial and tem-
poral pattern. During the testing, the separate latent representation of RGB frame patches and
dense flow patches are obtained from two GMFC-VAEs that depict the conditional probability of
the testing patches to belong to each of the components of GMM. Late fusion is done to these
probabilities, and an energy-based technique is used to detect both the appearance and motion
anomalies. In terms of performance, the GMM-based model has a better performance in com-
parison with K-means34 algorithms; however, in comparison with neural network-based models,
they are somewhat slow, are more sensitive to outliers, need sufficient data for each cluster, and
require the number of clusters to be specified ahead of time.

Liu et al.8 used the collaborative normality learning framework for video anomaly detection.
Their proposed approach contains an AE and a channel attention-based MIL regression module.
The anomaly is detected using two phases. In the first phase, AE is trained using the normal
frames to learn the spatio/temporal patterns of normal activities. In the second phase, only the
pre-trained encoder is used to extract the features from the test video frames. Afterward, a regres-
sion module is used to compute the anomaly score for each frame. The average value of anoma-
lous frames is set to be larger than the maximum value of the normal frames. All frames in the
test clip may not be abnormal; therefore, two sub-bags are used based on the anomaly score.
Only those frames having a score lower than the average value are fed to the AE of the first
phase. Though regression-based models are simple and effective, they perform poorly with
non-linear data and irrelevant and highly correlated features. Moreover, they are not powerful
enough and can be easily outperformed by other algorithms.

Hasan et al.56 proposed two methods for anomaly detection in videos. For the first method,
the author used the conventional handcrafted-based methods for extracting the spatio/temporal
features and trained the end-to-end AE on those features. Second, the author designed a fully
connected convolution AE and used it directly to extract and learn the spatio/temporal patterns.
The main intuition behind the two methods was that the learned AE model was able to recon-
struct the motion pattern in regular videos with a low reconstruction error, whereas motion
pattern in irregular videos were reconstructed with a high reconstruction error. Though a better
accuracy rate can be achieved through the handcrafted-based technology, manually extracting
the spatio/temporal features from a large, high-dimensional dataset is an extremely difficult task.

Hu et al.57 used the faster R-CNN to detect and localize pedestrians and vehicles; then a
histogram of the large-scale optical flow descriptor was extracted from each detected objects
to describe the object behavior. Finally, multiple instance SVM was trained to identify whether
the object behavior was normal or abnormal. Sun et al.20 designed an end-to-end, deep one-class
model by fusing the CNN with the one-class SVM and used it to detect abnormal behavior in
videos. The parameter of the model was optimized using the loss function derived from the one-
class SVM. Though the approaches using SVM20,57 have better accuracy due to their ability to
handle high-dimensional data, such approaches are slow for the larger datasets. They also per-
form poorly for overlapped classes, and the selection of hyperparameters and kernel can be
tricky.

Yong et al.58 detected abnormal activities in real time in a crowd video at 140 fps using a
spatio/temporal architecture. Their architecture has two components for learning the spatial rep-
resentation and temporal representation of the spatial features. Their model was evaluated using
the three benchmark datasets: Avenue, Subway, and UCSD. Ionescu et al.59 detected the abnor-
mality in the videos using the technique called unmasking, which has previously been preferred
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for authorship verification in text documents. The performance of their proposed model was
extremely high and worked in real time by processing at 20 fps. To detect and localize the
anomalies, Li et al.60 designed the cascade classifier spatialtemporal cascade autoencoder
(ST-CaAE), a two-stream framework that enabled feeding the gradient and optical flow cuboids
as input to the spatial-temporal adversarial autoencoder (ST-AAE) and ST-CAE. This classifier
works in two phases: ST-AAE and ST-CAE. In the first phase, ST-AAE was built by fusing the
3D CNN with an adversarial AE to extract spatio/temporal features. Only the test cuboid with a
latent representation that does not match with the prior distribution was considered to be anoma-
lous. During the second phase, ST-CAE recognizes the anomalous patches in each anomalous
cuboid using the reconstruction-based technique. Skip connections are only applied in the ST-
CAE to fuse the low-level features with the high-level features and to avoid the feature loss
across every layer. The main advantage of CNN over other approaches is that they only provide
a better accuracy when the number of training images is large.

Ullah et al.19 detected and localized anomalies using the recurrent conditional random field
(R-CRF), which is designed by integrating the RNN and CRF. Initially, all video frames are
broken into the fixed size blocks from where the spatio temporal features are extracted. Thus,
extracted features are utilized as a priori for training the R-CRF. R-CRF was trained using the
Gaussian kernel-based integration model (GKIM) features, and the performance of anomaly
detection was evaluated in three benchmark datasets. To cope with a stable background and
efficient feature extraction of various scales, Wang et al.4 used a multi-path structure. Their
proposed approach uses ConvGRU with non-local blocks to capture the motion information
of the objects of different resolutions. To avoid the interference of the noisy pixels in the frame
sequence, noise tolerance was used. This kind of setup allowed their model to train efficiently,
and it was robust in detecting abnormalities in videos. The main advantage of RNN-based
approaches is that they can remember every piece of information occurring through the time
period analyzed; consequently, they can be used to capture the motion features of moving
objects. But the training procedure of RNN is extremely difficult, and there is always the risk
of gradient vanishing and the exploding problem. Also, they cannot capture very long sequences
of information if the activation functions such as tanh and rectified linear units (ReLU) are used.

Song et al.61 designed the end-to-end adversarial network called Ada-Net, which is the fusion
of AE and a GAN model to enhance the reconstruction ability of the AE. The performance of
the reconstruction was increased using the attention model fitted on the decoder; the model’s
task was to dynamically select the informative parts of the encoded features for the decoder.
Consequently, learning the critical patterns of the normal behavior was preserved. Experiments
on the Subway, UCSD, CUHK Avenue, and ShanghaiTech datasets depict the high performance
of Ada-Net. Ravanbakhsh et al.62 detected the anomalies in a crowd scene using the generative
model called GAN. The model was trained using normal data, and during the test phase, the
abnormality was detected through the local difference between the generated images and the
ground truth. The model was evaluated following both frame- and pixel-level protocols. Liu
et al.63 detected abnormalities using the future frame prediction technique. First, a predictor
design using a U-Net architecture was trained to predict the future frame for the training data.
During testing, only those frames that did not match with their predictions were considered to be
abnormal. For the appearance features, the frame was considered to be normal if the intensity and
gradient maps of the predicted frame was close to its ground truth frame. Similarly, for the
motion features, the frame was considered to be normal only if the optical flow of the predicted
frame was close to the optical flow of its ground truth frame. Recently, Huang et al.5 used the
self-supervised attentive GAN that contains the three modules: a self-attentive generator, vanilla
discriminator, and auxiliary self-supervised discriminator for the anomaly detection. The func-
tion of the generator is to predict the future frame from the set of consecutive frames that are then
rotated 0, 90, 180, and 270 deg. Thus, the rotated frames are fed to the self-supervised discrimi-
nator for the rotation degree detection task. The function of the vanilla discriminator is to do the
binary classification, i.e., true or fake. Consequently, the application of auxiliary rotation detec-
tion loss and vanilla prediction errors helps to achieve more discriminative anomaly scores. The
most expensive task is data labeling, which is not required in GAN because GAN works in an
unsupervised way and can generate very sharp images through adversarial training. However,
training GAN can become unstable and slow due to the presence of a dual network, i.e., the
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generator and discriminator, that compete against each other. Additionally, GAN requires a large
amount of training data to generate effective results.

In this section, we mainly focused on the CNN-based model and GAN. CNN are the net-
works that contain numerous filters that slide across the images and yield an activation at all slide
positions. Consequently, a feature map is generated as the output. The advantage of CNN is that
it is spatially invariant; consequently, it can detect any critical information in the image. This
spatial invariance property equally applies to all dimension data, i.e., one-dimensional (1D), two-
dimensional (2D), and three-dimensional (3D). The 2D convolution-based network can extract
only the spatial information from the images, whereas 3D convolution-based network can extract
both the spatial and temporal information. GAN utilizes CNN or RNN to design the generator
and discriminator models. So basically, GAN can use CNN, but a CNN is not a GAN. Nandhini
Abirami et al.46 performed a comprehensive survey of deep CNN and deep GAN considering the
various factors such as their principles, variants, and applications. Their work elaborated
on the current opportunities and future challenges in the emerging domains. From their work,
D-GAN was verified to be able to tackle the problem of insufficient data and improve the quality
of images generated. It has numerous applications when merged with other deep learning algo-
rithms. In the following section, we describe CNN-based GAN along with their architecture and
characteristics.

3 Overview of Anomaly Detection Method

The authors of Refs. 17 and 62 provided in Sec. 2 designed robust models using the GAN for the
abnormal behavior detection. Generative models are powerful models that, under certain con-
trolled conditions, can achieve superior performances. Their performance can be verified by
observing Table 2, which shows that they achieved a state-of-the-art performance for anomaly
detection. Consequently, following the work of the author in Ref. 3 as described in Sec. 1, a new
future frame prediction model can be designed for abnormal behavior detection using the GAN.
The GAN contains a generator and a discriminator; it is trained using the training set that con-
tains only normal activities, whereas the testing set encompass both normal and abnormal activ-
ities. First, RGB/grayscale images are extracted from the videos of the training and test sets and
resized to 256 × 256 × 3, and the pixel value is normalized in the range ½−1; 1�, with 256 × 256

being the dimensions of images and 3 representing the number of channels (3 = RGB and
1 = grayscale). Frames are stacked in a sequence [i.e., 1,2,4,8 etc.] and passed in batches to
the GAN model for the desired number of epochs. The Adam optimizer with the learning rate
of 0.001 is selected, and MSE is used as the loss function for a better performance. For the
encoder part, two convolution layers with a stride and kernel of 2 and 3, respectively, are used
to extract the appearance features, and three ConvLSTM layer with a stride and kernel of 1 and 3,
respectively, are used for the motion feature extraction. For the input sequence frame
I1; I2; I3; : : : : : : It, the encoder generates the encoded feature map x̂tþ1 and passes it to the
decoder. The decoder can be simply designed using the two-deconvolution layer with a stride

and kernel of 2 and 3, respectively, to upsample the feature map x̂tþ1 to Îtþ1. Moreover, after each
layer in the generator, a normalization layer is added, and the filter size in each layer is set to
256→128→64→32→64→128→256. Similarly, the discriminator can be designed using a four-
convolution layer followed by a normalization layer. The stride and kernel in each layer are set to
2 and 3, respectively, and the filter size is varied from 256→128→64→32. Further, two extra
layers, such as a flattened layer followed by a dense layer, can be added for the binary classi-
fication, i.e., real or fake. The main task of the generator GðzÞ is to continue generating high
quality frames from the original frames until the discriminator DðxÞ is unable to discriminate
between the original images (real) and the fake images generated by theGðzÞ. IfDðxÞ recognizes
the images as fake, then the parameters of the model are updated and optimized. This process
continues iterating until theDðxÞ is unable to distinguish between the real and fake images. Both
the GðzÞ and DðxÞ interact with each other such that they together learn to obtain the optimal
network parameters. Once the model is trained, it can be saved and used for testing. During the
test phase when the sequence of frames I1; I2; I3; : : : : : : It are provided, the task of the GAN

model is to use these frames to predict the future frame Îtþ1 of Itþ1. The difference between Itþ1
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and Îtþ1 is used to compute the anomaly score (St). Only those frames with St > σ (threshold)
are considered to be abnormal. The value of σ is set in the range [0.6–0.9] depending upon the
nature of dataset captured through the surveillance camera. Figure 3 provides the flowchart of
the GAN method for anomaly detection and localization in the video.

To find whether the frame is normal or abnormal, we compute the anomaly score for each

frame It. First, we measure the mean squared error between the predicted frame (Ît) and its
corresponding ground truth frame (It) using Eq. (1), where ðH;WÞ are the dimensions of frame
It∕ ðÎtÞ and Itði; jÞ∕Îtði; jÞ depicts the pixel value at position ði; jÞ in frame It∕Ît. Subsequently,
the peak signal-to-noise ratio (PSNR) with the value PSNRt is calculated for every frame using
Eq. (2), where MAXIt is the maximum possible value of It. Finally, the anomaly score ðStÞ for
the t’th frame It is measured by normalizing PSNR values in the range [0,1] as shown in Eq. (3),
where t 0 ¼ 1;2; 3; : : : : : : : : : : : : ; T is the total number of frames in a testing sample. A larger
value of St indicates that the frame is more likely to be an abnormal frame. The equations are
given as

EQ-TARGET;temp:intralink-;e001;116;253MSEðIt; ÎtÞ ¼
1

HW

X

i;j

kItði; jÞ − Îtði; jÞk22; (1)

EQ-TARGET;temp:intralink-;e002;116;194PSNRt ¼ 10 log10
MAX2

It

MSEðIt; ÎtÞ
; (2)

EQ-TARGET;temp:intralink-;e003;116;155St ¼ 1 −
Pt −mint 0Pt 0

maxt 0Pt 0 −mint 0Pt 0
: (3)

To reduce the computational complexity for anomaly localization, only the frames containing
abnormal activities are passed to the object detection algorithm YOLO v.4. The reason for select-
ing this algorithm is its strength and ability to recognize almost any size of objects accurately in
real time.68 However, the application of YOLO is not mandatory, but it can be used for a better
localization rate. As provided in Sec. 1, Gong et al.15 used this algorithm to build the supervised
LDA-Net and showed the powerful impact of this algorithm while detecting the videos

Fig. 3 General flowchart for the abnormal behavior detection using standard GAN model.
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anomalies. Similarly, Yajing et al.69 further demonstrated the effectiveness of YOLO by com-
bining it with the convolutional autoencoder (Conv-Ae) and detected the abnormal activities in a
semi-supervised fashion. The objects category detected from YOLO and the speed information
were integrated with the reconstruction error of Conv-Ae for a better anomaly detection rate.
Consequently, YOLO can be used for the localization of only the abnormal objects in the scene.
Only those objects in the frame with a reconstruction error value of the pixel that is above σ1,
where the value of σ1 ranges from ½0.1 to∞�, are highlighted with the red bounding box.

Figure 4 demonstrates the results obtained if the GAN architecture as described in Sec. 3 is
employed to detect the anomalies in the Ped1 dataset of UCSD. When the test samples are fed to
the pretrained GAN, the anomalies are first detected by the GAN, and YOLO V.4 is used to
localize the detected anomalies. The first, second, and third rows in Fig. 4 are the test video
clip samples #19, #20, and #24, respectively, of the Ped1 dataset of UCSD, which encompass
anomalies such as vehicles and small carts. The first column in the figure represents the original
ground truth frame, and second column depicts the reconstructed frame by the GAN. The normal
activities of the test frame are reconstructed with a low reconstruction error, whereas the abnor-
mal objects in the frames are reconstructed with a high reconstruction error. Only those frames
that are abnormal are fed to the YOLO. YOLO does the task of localizing the anomalies and
generating the red bounding box only on the objects with reconstruction errors that are higher
than σ1. Subsequently, columns three and four represent the localized anomalies inside the red
bounding box by YOLO.

Similarly, Li and Chang64 modified the standard GAN and used it to detect the abnormal
activities in a video. First, the frames are extracted from the videos; then for a better anomaly
detection rate, a multi-scale patch structure is used to generate varying sizes of patches from
these frames. The patches close to the camera are bigger in size, and the patches farther from
the camera are smaller. Then the corresponding gradient and optical flow are extracted from the
patches as shown in Fig. 6. For the anomaly detection and localization, a multivariate Gaussian
fully convolution adversarial autoencoder (MGFC-AAE) was used. It contains the two networks:

(a) (b) (c) (d)

Fig. 4 Anomalies detected and localized on the UCSD Ped1 dataset: (a) original frame; (b) recon-
structed frame; (c) and (d) anomaly localized using the YOLO V.4.
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a generator and a discriminator. The generator lacks a decoder and contains only the encoder,
which is designed using 2D CNN and encompasses three convolution layers, whereas the dis-
criminator is designed using the three fully connected layers. MGFC-AAE has separate streams
for the appearance and motion, and these streams share the same identical network architecture
as shown in Fig. 5. The extracted gradient patches are passed from the appearance stream to
extract the spatial pattern, whereas optical flow patches are fed to the motion stream to learn
the temporal patterns. Once the model is trained, for the test sample, the corresponding gradient
and optical flow patches are extracted and fed to the appearance stream and motion stream,
respectively. To generate the appearance anomaly score Sa from the appearance stream and
motion anomaly score Sm from the motion stream, an energy-based method in the form of a
probability density function is used. Then, late fusion is used to achieve the total anomaly score
St by combining Sa and Sm. A testing patch is only considered to be abnormal if St > θ, where
θ is the predefined threshold to find the sensitivity of the anomaly detection method. An over-
view of the method for anomaly detection can be seen in Figs. 5 and 6. The detection results of
the method64 on the UCSD dataset can be seen in Fig. 7, with the detected anomalies highlighted
in red. The second and fourth rows depicts the results of detection in the Ped2 and Ped1 datasets,
respectively, and the remaining rows represent the ground truth. Detected anomalies constitute
bikers, cars, a wheelchair, and skaters.

The preprocessing steps prior to anomaly recognition, including motion detection, object
classification, and object tracking, are known as core technologies. A complete description
of the related literature, core technologies, and human behavior recognition is given in this paper.
While performing the literature survey, we faced numerous difficulties. (1) Core technology, i.e.,
all of the available algorithms cannot be implemented to analyze every video, hardware-based

Fig. 5 Overview of anomaly detection methods.64

Fig. 6 Extraction of local patches.64
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problem such as low processing power, and for online anomaly detection, optical flow demands
special hardware, etc. (2) Dataset, i.e., only a few transit surveillance datasets are available due to
privacy and security concerns. A lack of these datasets makes comparing the performance scores
obtained from the various algorithm difficult. (3) Aerial surveillance, i.e., tracking methods that
are used in transit surveillance, face issues with aerial video. (4) Commercial systems, i.e., com-
mercial providers advertise anomaly detection systems that have high capability and accuracy for
anomaly detection and recognition. Presently, no published work is available in the literature that
can prove the providers’ claims.

4 Comparative Study and Analysis

As discussed in the previous section, due to increasing crime and terrorist acts, the need for
abnormal behavior systems has become a critical aspect within society. Therefore, numerous
approaches have been proposed to detect abnormalities in surveillance videos. Unfortunately,
only a few of them have performed in the expected zone. Here, in this section, we provide
a snapshot of some of the recent popular approaches that can be used for abnormal behavior
detection. The summary of these approaches along with their pros and cons can be observed in
Table 1.

Once a model is designed, it is evaluated following the frame or pixel-level ground truth
protocol on a publicly available benchmark datasets, such as CUHK Avenue,9 ShanghaiTech,10

UCSD,11 etc. The training set in these datasets contains only the normal behavior, whereas
the testing set encompass both normal as well as abnormal behaviors. (a) UCSD contains
6800 frames for training and 7200 frames for testing. Altogether, there are 40 different abnormal
activities and anomalies such as bikers, skaters, wheelchairs, small carts, and pedestrians walk-
ing on a lawn. It encompasses two subsets: Ped1 and Ped2. In Ped1, pedestrians are moving
toward and away from the camera, whereas in Ped2, pedestrians are moving parallel to the

Fig. 7 UCSD dataset-based anomaly detection and localization results of Ref. 64: (a) Ped2
ground truth; (b) Ped2 detection results; (c) Ped1 ground truth; and (d) Ped1 detection results.
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camera plane. (b) CUHK Avenue has 15,328 frames for training and 15,324 frames for testing.
It contains 47 different abnormal activities, such as loitering, running, and throwing objects.
(c) ShanghaiTech is the largest and most challenging dataset; it contains 330 videos for training
and 107 videos for testing. A total of 130 abnormal activities are given in 13 various scenes.

In Table 2, we used the UCSD Ped1 dataset to compare the recent approaches designed for
anomaly detection using performance metrics such as the equal error rate (EER) and area under
the curve (AUC). A comparison is done at the frame level. A lower EER and higher AUC denote
a better performance, and the best value is highlighted in bold. From the table, it can be clearly
observed that GAN62 has outstanding performance in achieving the best value of AUC (97.4%)
in comparison with the other state-of-the-art methods, whereas for EER, it achieved the second-
best value of 8 and lags by 1.71 behind the parallel spatial-temporal CNN,16 which achieved the
best EER value of 6.29.16 Reference 16 is the most competitive model close to the GAN62 for
various reasons. One reason is its application of varying sizes of patches as in Ref. 64, which
enables it to capture better appearance/ motion anomalies. Another reason is its deeper layers,
which enables it to extract more discriminative spatio-temporal features using 3D CNN. It has

Table 2 Frame-level results comparison among some popular approaches in UCSD Ped1
dataset.

S.N. Approaches

Frame-level

EER (%) AUC (%) Ref.

1 Ada-Net 15.8 90.4 61

2 SiTGRU 32.1 73.1 30

3 ConvAE 27.9 81.0 56

4 Unmasking 31.0 68.4 59

5 Hu et al. 22.0 71.0 57

6 Parallel spatial-temporal CNN 6.29 96.73 16

7 GAN 8 97.4 62

8 Binary feature 25.34 — 18

9 ST-CaAE 18.8 90.5 60

10 BR-GAN 22.5 84.7 17

11 GKIM 16.5 — 19

12 Deep one-class learning 15.60 91.40 20

13 Two-stage 29.2 77.8 32

14 ST-AE 12.5 89.9 58

15 FFP 23.5 83.1 63

16 MGFC-AAE 20 85 64

17 ISTL 29.8 75.2 13

18 GMFC-VA 11.3 94.9 14

19 DeepOC 23.4 83.5 65

20 Anomaly-Net 25.2 83.5 66

21 FSCN 25.2 82.4 67

22 DF-ConvLSTM-VAE 16.7 88.4 3

Note: Bold values represent the best values.
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five convolution layers, five pooling layers, and three fully connected layers. By contrast, GAN62

uses a shallow network and does not apply varying sizes of patches. In addition, other factors
such as the selection of hyperparameters and loss function can also influence the detection accu-
racy. In addition, the performance of other GAN models such as in Refs. 7 and 64 achieved the
state-of-the-art performance in the table. Therefore, it is proved that a better performance is can
be achieved using the GAN in detecting abnormal activities in a video. Accuracy can be further
improved using varying sizes of patches, including deeper layers with a residual connection, and
tuning the hyperparameters.

5 Conclusions

Surveillance cameras nowadays are being used in every place to monitor the activities of the
people, and it is not possible for a human being to stay 24/7 in front of camera and monitor
people’s activities. So, for security reasons, there is a need for fully automatic systems that can
recognize anomalous activities with high accuracy; the demand for these systems has increased
sharply in the past decades. To detect anomalies, there are numerous methods that have been
adopted by researchers. This paper summarized a comprehensive survey of abnormal behavior
detection. Description, pros, and cons of various machine and non-machine learning techniques
that can be used for abnormality detection were discussed in depth. Similarly, more focus was
given to one of the most powerful generative approaches: GAN. A detailed description was
provided for designing a GAN for a better abnormality detection rate. Moreover, we supplied
a comparative analysis between recent state-of-the-art methods based on their methodology,
advantages, and disadvantages. Also, in the quantitative comparison, we compared the robust
approaches at the frame level on the UCSD Ped1 dataset. During our comparison, the GAN
model achieved the highest AUC and the second-highest EER. We also provided different sug-
gestions on how to further increase the detection rate of GAN for abnormal behavior detection in
surveillance videos.
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